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Abstract

We investigate how the level of corporate leverage affects firms’ investment response to
monetary policy shocks. Based on novel aggregate time series estimates, leverage acts am-
plifying, whereas in the cross section of firms, higher leverage predicts a muted response to
monetary policy. We use a heterogeneous firm model to show that in general equilibrium,
both empirical findings can be true at the same time: When the average firm has lower
leverage and therefore reduces its investment demand more strongly after a contractionary
shock, the price of capital declines sharply, which incentivizes all firms regardless of their
leverage to invest relatively more, muting the aggregate decline of investment. We provide
empirical evidence supporting this hypothesis. Overall, if there are general equilibrium ad-
justments to shocks, effects estimated by exploiting cross-sectional heterogeneity in micro
data can differ substantially from the macroeconomic elasticities, in our example even in
terms of their sign.
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1 Introduction

Is the investment response to monetary policy shocks stronger or weaker when leverage in the
corporate sector is high? From a policy perspective, this question is important because of the
large dispersion of leverage across firms and time. If firms’ responsiveness to monetary policy
varies with leverage, this may change both the magnitude of the aggregate investment response
to monetary policy and its distributional effects on different firms. We study this question at
two different levels, namely, at the aggregate (“macro”) level and at the firm (“micro”) level and
find widely different results. We then offer a general equilibrium explanation that reconciles
the difference between micro and macro elasticities. Our explanation is supported by a New
Keynesian model with financial frictions, which we use to study the role of leverage in the
transmission of monetary policy across heterogeneous firms and across time.

Our first empirical result is that leverage in the corporate sector amplifies the effects of monetary
policy shocks on firms’ investment and, by extension, the capital stock. We provide novel
evidence of this fact by estimating several nonlinear time series models on aggregate US data.
When aggregate leverage in the corporate sector is one standard deviation above its historical
mean, i.e., when the average firm is highly indebted, investment contracts twice as much as
under average leverage levels.

This first contribution stands, at least at first sight, in sharp contrast to the elasticities estimated
by Ottonello and Winberry (2020), who use firm-level micro data to show that the investment
response of firms with high leverage is less negative than that of firms with low leverage. The
second contribution of our paper is to replicate and confirm their result with data from a different
source, extending the dataset in terms of both time (by the 12 years of the period after the
global financial crisis) and geography (by including euro area firms). Both the micro and macro
elasticity estimates are robust to various definitions of leverage, samples and specifications.

The third contribution is that we provide an explanation for what seem to be contrasting esti-
mates from micro data and aggregate time series. In general equilibrium, each firm’s investment
decision is affected by the price of capital, which is a function of investment demand by all firms
in the economy. While the (partial equilibrium) micro elasticity describes the difference between
high- and low-leverage firms at a given point in time, in the aggregate, the distribution of lever-
age among all firms matters, too. We calibrate different versions of the Ottonello and Winberry
(2020) New Keynesian model with heterogeneous firms and financial frictions, which generate
a convex marginal cost of investment curve that mutes the response to interest rate changes
for high-leverage firms. We show that even within that modelling framework, in a counterfac-
tual economy where the average firm has higher leverage, aggregate investment responds more
strongly to monetary policy even though high-leverage firms are less responsive, echoing our
empirical results.

Our central insight is the following: If monetary policy tightens and the partial equilibrium de-
mand for investment falls, the relative price of capital decreases, which ceteris paribus dampens

2



the decrease in investment. When most firms are highly leveraged and – as our firm-level results
confirm – react little to monetary policy, the decrease in the relative price of capital after a con-
tractionary monetary policy shock is small. Because the relative price of capital stays relatively
high, all firms, regardless of their leverage level, are discouraged to invest, leading to strong
aggregate effects. If, in contrast, many firms have low leverage and reduce investment demand
strongly after a contractionary shock, the substantially lower price of capital incentivizes all
other firms to invest more, relative to the case where most firms have high leverage. Therefore,
the aggregate effects of tighter monetary policy on investment are less negative in times of low
leverage. We provide empirical support for our hypothesis. Most importantly, we find time
series evidence that in a high-leverage economy, the relative price of capital increases after a
contractionary monetary policy shock, relative to a low-leverage economy.

We consider several alternative hypotheses that could potentially reconcile the diametrically
opposing micro and macro elasticities but find no support for them in the data. In particular,
we consider the fat-tailed size distribution in the firm data, in which a few large firms are
responsible for a large share of aggregate fluctuations (Gabaix, 2011, Crouzet and Mehrotra,
2020). Therefore, in the aggregate, the cumulated investment by a few large firms could override
disinvestment of a large mass of small firms or vice versa. We find no evidence that the skewness
of the firm size distribution explains the difference between firm-level and aggregate results.
Another explanation might be the selection of firms in our sample, both unconditionally –
because we observe a particular set of firms with potentially different characteristics than the
average firm – or conditional on the monetary policy shock, after which some firms endogenously
drop out of the firm sample, whereas their capital lives on in the aggregate statistics. While
these hypotheses can be a source of bias between micro- and macro-based elasticities, they
cannot explain the opposing signs of our estimates.

Methodologically, we use aggregate-level time series data and firm-level balance sheet data to
estimate nonlinear local projections. The coefficient of interest that we aim to identify is an
interaction term between the predetermined level of leverage – various types of debt relative
to assets – and exogenous changes in interest rates. To identify monetary policy shocks, we
follow Jarociński and Karadi (2020) and use high-frequency changes in interest rates around
central bank announcements, taking into account the potential information effects of these
announcements.

Related literature. The literature has long highlighted that leverage can amplify the effects of
shocks on real outcomes (Kiyotaki and Moore, 1997, Bernanke et al., 1999, Giroud and Mueller,
2017). Nevertheless, even though a model with a financial accelerator produces larger aggregate
responses to shocks than a model without macro-financial linkages does, higher leverage can
still be associated with lower responsiveness in the former model, as is, for example, the case
in Ottonello and Winberry (2020). Goodhart et al. (2022) argue that monetary policy has
larger effects on output (and smaller effects on inflation) when corporate leverage is elevated
because debt service payments act as a cost channel. We provide novel evidence that corporate
leverage has indeed strongly amplifying effects on aggregate real outcomes. To the best of our
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knowledge, the only other paper that has studied how corporate leverage changes the effects of
monetary policy at the aggregate level is Auer et al. (2021), which uses euro area time series
at the sectoral level and investigates the response of industrial production.1 While our data
and empirical setup differ, their result that manufacturing output tends to be more sensitive to
monetary policy when the average firm has higher leverage is consistent with our findings.

We contribute to the literature on the time-varying effects of shocks in general and monetary
policy in particular. For example, several papers have argued that monetary policy is less effec-
tive in influencing the real economy during economic downturns (e.g. Tenreyro and Thwaites
(2016), Alpanda et al. (2021), although this has recently been questioned by Bruns and Pif-
fer (forthcoming)). Corporate leverage is moderately countercyclical. Therefore, based on our
time series estimates showing that high leverage leads to more negative investment responses,
we would expect the general business cycle dependence of the monetary policy effects to be
driven by factors other than corporate leverage. For policy-makers, time-variation in the effec-
tiveness of monetary policy is highly relevant, and we investigate a quantitatively important
source of such time variation. The literature has highlighted many other dimensions of state
dependence (e.g. Iwata and Wu (2006), Castelnuovo and Pellegrino (2018), Ascari and Haber
(2022) or Eichenbaum et al. (2022)).

Our second contribution – the replication of Ottonello and Winberry (2020)’s result that high-
leverage firms’ investment falls less after a contractionary monetary policy shock – is aligned
with recent literature on the heterogeneity in balance sheets in the transmission of monetary
policy. Some studies that have addressed the same question have argued that leverage amplifies
the responsiveness of firms’ real quantities, such as investment and employment, to shocks or
that there are no statistically significant differences between high- and low-leverage firms (see,
for example, Durante et al. (2022), in the case of public and privately owned European firms,
Bahaj et al. (2022) in the case of the UK and Cao et al. (2023) in the case of Norway). To
the best of our knowledge, all these studies differ from our specification in that they use both
the within- and across-firm variation of leverage simultaneously or across-firm variation only
(in the case of Caglio et al. (2022)). In contrast, we follow Ottonello and Winberry (2020) and
use only within-firm variation to identify the coefficient of the interaction term of leverage and
monetary policy shocks. This accounts for a substantial role of permanent (and unobserved)
firm-level differences in shock responsiveness. Using an alternative identification strategy, Vats
(2023) also finds that leverage mutes the firm-level response to monetary policy.

A large body of previous work highlights dimensions of heterogeneity in firms’ responsiveness to
monetary policy. For example, investment of young and small firms tends to be more sensitive
to monetary policy (Gertler and Gilchrist, 1994, Cloyne et al., 2023, Gnewuch and Zhang,
2022). Age and size could be confounding factors that affect our results because they are both
correlated with leverage. However, our results do not seem to be driven by that correlation.
For example, we show that the result is qualitatively and even quantitatively similar across firm

1Holm-Hadulla and Thürwächter (2023) jointly study leverage shocks and monetary policy shocks in the euro
area.
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size bins, although we estimate effects for the smaller firms with less precision.

Several recent papers show that in addition to leverage, there are other important determinants
of the propagation of monetary policy related to corporate balance sheets, for example, the
maturity of debt (Jungherr et al., 2022), whether the debt is market-based or granted by banks
(Alder et al., 2023), or the size of liquidity holdings (Jeenas, 2024). The price of outstanding
debt is another determining factor. According to Ferreira et al. (2023), firms with a high excess
bond premium (EBP) – a high credit spread relative to the objective default risk – respond
less to monetary policy shocks in terms of their investment, but their credit spreads are more
responsive. The EBP is by construction orthogonal to a firm’s leverage, which is our main
heterogeneity dimension of interest. Nevertheless, Anderson and Cesa-Bianchi (2024) also find
that the EBP plays a role in the way leverage affects the transmission mechanism of monetary
policy to the corporate sector: In high-leverage firms, funding costs and particularly the EBP
are more sensitive to monetary policy.2

Ultimately, our results support theories with heterogeneous firms in which this heterogeneity
impacts aggregate outcomes, but also highlight that what is true for heterogeneity in the cross-
section does not automatically translate to heterogeneity across time. This logic extends well
beyond monetary policy or business cycles. The wider availability of more granular datasets
has made it possible to identify macroeconomic relationships from cross-sectional heterogene-
ity across firms, households or locations in ways that require much less restrictive identifying
assumptions than often required to obtain time series estimates. However, micro-econometric
estimates can differ substantially from macro-based estimates. They can be smaller, as has
been documented extensively in the labor supply literature (Rogerson and Wallenius, 2009,
Chetty et al., 2011) or in more recent papers on the slope of the Phillips curve (Hazell et al.,
2022). Micro-econometric estimates can also be larger, as has recently shown to be the case
with respect to marginal propensities to consume (Orchard et al., 2023). Differences between
micro and macro elasticities are often attributed to either general equilibrium, which in many
panel data estimations are absorbed by time fixed effects, or aggregation in combination with
heterogeneous effects or an extensive margin.3 In our case, elasticities estimated at the micro
and macro levels differ not only in terms of magnitudes, but also in their sign, and we argue that
the price feedback in general equilibrium is responsible for this. These potential adjustments
should be considered carefully when deriving aggregate implications from estimates based on
cross-sectional heterogeneity.

2Unlike these authors, we do not observe firm-level credit spreads in our firm-level data. In the aggregate,
however, we find that corporate bond spreads react more to monetary policy shocks when leverage is high and
that this state dependence is also – but not only – driven by the excess bond premium.

3Koby and Wolf (2020) discuss aggregation and equilibrium in the context of heterogeneous firm models
as well, but the meaning differs. They study the role of the lumpiness of firm-level investment decision for
aggregate responses. If investment demand is very price-sensitive, such as in Khan and Thomas (2008), the
general equilibrium price response smooths out the state dependence of firm-level responses, and the cross-
sectional distribution of firms becomes irrelevant. If the price elasticity of investment demand is lower, as in
Winberry (2021), the asymmetry introduced by lumpy investments survives in general equilibrium. As a result,
monetary policy is less effective in recessions.
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Our paper is organized as follows. Section 2 provides time series evidence of the macro elasticity.
In Section 3, we estimate the micro elasticity using firm-level balance sheet data. Section 4
performs various robustness tests of both the macro and micro elasticities and consistently
finds estimates of the opposite sign. In Section 5, we show that spillovers via the equilibrium
price of capital can explain both pieces of empirical evidence jointly. Section 6 discusses several
alternative hypotheses. Section 7 concludes.

2 Evidence from aggregate time series

In this section, we document the state dependence of monetary policy in the aggregate using
time series data. We find that the effect on aggregate investment is significantly stronger (more
negative) in times of high corporate leverage.

2.1 Methodology

We estimate local projections of the following form:

It+h − It−1 = ch + αh∆Rt + βmacro
h Lt−1∆Rt + Γ′

hZt−1 + et, (1)

where It is the log of real investment in quarter t, ch is a horizon h-specific constant, ∆Rt is
the change in the federal funds rate between the end of quarter t− 1 and t, and Lt is a measure
of the state of aggregate leverage in the corporate sector. The main coefficient of interest is
β̂macro
h , which estimates the differential response of investment to monetary policy when pre-

determined leverage is high for each horizon h between 0 and 16. The vector Z contains 4 lags of
time series covariates to control for endogenous changes in the short-term policy rate to inflation
and the business cycle. We include in these covariates the sequential growth rates of GDP and
investment, inflation as measured by the CPI, core CPI, PPI, and the investment deflator,4 the
level of corporate bond yields relative to a risk-free asset with the same maturity (compiled
and provided by Gilchrist and Zakrajs̆ek (2012)), lags of leverage and previous changes in the
federal funds rate itself.5

To isolate exogenous changes in ∆Rt, we use the high-frequency, information-effect adjusted
4As we will discuss in Section 5, the relative price of capital is an important aspect of the state-dependent

transmission of monetary policy and should therefore be included in the control variables. Our control variables
account for this by including the investment deflator as well as different measures of output prices. All our results
are robust to using the relative price of investment goods by DiCecio (2009) instead.

5The right-hand side of Equation (1) closely resembles a reduced-form VAR in growth rates. Since cumulated
growth rates enter on the left-hand side, the vectors of estimators α̂h and β̂macro

h can be interpreted as impulse
response functions of the level of investment. Our choice of local projections allows, first and foremost, a highly
flexible inclusion of the interaction term Lt−1∆Rt. Additionally, the vector of variables Zt−1, which help to
identify orthogonal changes in Rt, can more easily be extended without an exponentially growing number of
parameters. The downside of our local projection estimation is that it can come at the cost of a higher variance
than estimations produced by a VAR (Li et al., 2022). In this sense, our confidence intervals can be considered
a conservative upper bound. We present estimates from a nonlinear VAR as a robustness check.
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announcement surprises ξmt as an instrument for changes in the federal funds rate.6 We use
the surprises provided by Jarociński and Karadi (2020), though we will establish robustness
with respect to other shock measures as well. We prefer the implementation in an IV setting,
as opposed to reduced-form estimates, for two reasons. First, inference on the reduced-form
version is complicated by the fact that the variance in the high-frequency shocks is very small,
leading to large standard errors in time series applications with relatively small samples like
ours. Therefore, it is more desirable to implement a 2SLS estimator, which is independent of
the variance of ξmt other than through its explanatory power for ∆Rt, which is very strong.
The F-statistic on the first stage regression is 27.2, well above commonly used critical values
for weak identification. The second reason is that the 2SLS estimate conveniently scales all
elasticities to a 1pp short-term interest rate shock.

2.2 Data

We measure It as real gross private domestic investment from the US national accounts. Table
A1 in the appendix lists the details and sources of all the time series used, including control
variables.

To measure the state of corporate leverage Lt−1, the baseline specification uses the ratio between
the sum of all liabilities and all assets held by the entire nonfinancial business sector from the
financial accounts. This measure is depicted as the solid line in Figure 1 in deviations from its
historical mean of 46%. Historically, this measure has fluctuated between 40 and 52%, with
a standard deviation of 3pp. Aggregate leverage is weakly countercyclical: The correlation
coefficient with the output gap (CBO definition) is -0.23. This is despite the fact that firms
repurchase debt and reduce equity payouts in recessions.7 However, there are notable exceptions
to the general countercyclicality. For example, corporate leverage was low and decreased further
during the recessions of the early 1980s. In the late 2010s, corporate leverage stayed elevated
even as the economy recovered from the Great Recession.

The colored areas in Figure 1 show the sources of fluctuations in leverage from the three types
of liabilities reported in the financial accounts: i.) Market-based debt securities, ii.) loans
and mortgages from banks and iii.) miscellaneous sources of credit such as suppliers, lease
and pension obligations, deferred taxes or unclassified liabilities. Their historical averages in
terms of percent of total corporate assets are 12, 10 and 25%, respectively. Figure 1 shows that
the comovement of the three liability types is imperfect, reflecting the fact that the corporate

6High-frequency surprises measure the change in interest rates (the three-months Federal Funds futures in the
case of the US) around narrow windows of monetary policy announcements. As financial markets incorporate all
available information prior to these announcements, these surprises ought to be orthogonal to all other shocks
affecting the economy and its firms (Gertler and Karadi, 2015). Jarociński and Karadi (2020) argue that these
shocks can contain information both on unexpected innovations to the monetary policy stance, as well as on the
central bank’s assessment of the economy, which it communicates to the market through interest rate changes.
They isolate the true change in the monetary policy stance from these surprises using sign restrictions on asset
price responses. We take the quarterly sum over all announcements in a quarter.

7See Covas and Den Haan (2011) and Jermann and Quadrini (2012) for a discussion of the cyclicality of
corporate debt and equity.
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Figure 1: Corporate leverage over time

Notes: The solid line shows our baseline measure of aggregate corporate leverage, computed as the ratio of end-
of-period market values of liabilities to assets in the nonfinancial corporate business sector from the US financial
accounts, whereas we subtract the historical mean of 46%. The colored areas show how different sources of
external funds (capital markets, banks and others such as suppliers) contribute to time variation in leverage.
NBER recessions are shaded in gray.

funding structure can vary over the business cycle (Crouzet, 2018, Lhuissier and Szczerbowicz,
2022). For example, in the period after the Great Recession, corporate leverage from debt
securities reached an all-time high in the US, whereas bank loans and mortgages were scarce.

We prefer to define leverage broadly, i.e., inclusive of liabilities regardless of the funding source,
because the default risk of a company depends on all financial obligations, not simply (market-
or bank-funded) debt in a narrower sense. The fact that over half of liabilities are classified as
“miscellaneous” in the financial accounts shows that firms classify liabilities in ways that are
difficult to harmonize; thus summing over all possible liabilities is the most consistent way to do
so. Nevertheless, we will show in Section 4 that our main result is robust to measuring leverage
in terms of debt (defined as the sum of debt securities and loans and mortgages) only, despite
the limited correlation of the two.

Unless mentioned otherwise, we use a standardized version of Lt−1 such that β̂macro
h can be in-

terpreted as the additional effect of monetary policy on investment for every standard deviation
of leverage above the mean. The mean and standard deviation of our baseline measure are 46%
and 3pp, respectively. Due to the series of monetary policy shocks, the estimation sample for
the baseline result is restricted to between 1990q1 and 2019q2.
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2.3 Result

The blue lines in Figure 2 show that in times of higher-than-average leverage, the response of
investment to a monetary policy tightening is significantly more negative. The bullets show
the estimated horizon-specific parameters for the interaction term Lt−1∆Rt, and the dashed
lines represent the 95% confidence intervals. Already one quarter after the shock, investment
decreases statistically significantly more when leverage in the corporate sector is high. The
trough effect is reached 6 quarters after the shock. At this point, our model predicts the effect
of a 1pp increase in the monetary policy rate on investment to be 10pp larger for each standard
deviation that aggregate leverage is above its historical mean.

The negative medium-run differential effects are quantitatively meaningful. In Figure B1 in
the appendix, we show the semielasticity of investment to interest rate changes for different
absolute levels of leverage implied by the baseline model for the trough horizon h = 6, i.e., the
derivative of Equation (1) with respect to ∆Rt. At the 95th percentile of historical values of
leverage (approximately 52%), the effects of monetary policy on investment are approximately
15pp larger and thus twice as strong than at the mean. If leverage is countercyclical, our results
suggest that the effectiveness of monetary policy through the investment channel is higher
during periods of economic slack.

Figure 2: Difference of macro elasticity between times of high and low aggregate leverage

Notes: Estimation results of local projections on US time series data (see Equation (1)). The coefficients β̂macro
h

for the interaction of a standardized measure of corporate leverage with the (contractionary) monetary policy
shock are shown. The historical standard deviation of leverage is 3pp, and the sample period is 1990q1-2019q2.
The 95% confidence intervals based on heteroskedasticity- and autocorrelation-consistent (HAC) standard errors
are shown as dashed lines. The gray dotted line shows the differential response of capital imputed from the
investment response and the law of motion of capital (starting from a quarterly reinvestment rate of 3%).

While the outcome variable in our time series analysis is aggregate investment, i.e., purchases of
capital, we must rely on estimates of capital stock responses in our micro estimates later on in
the paper. To nevertheless compare magnitudes across our macro and micro data estimates, we
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impute the response of capital using its law of motion.8 The dotted gray line in Figure 2 shows
that capital decreases by approximately 1.5pp more after a monetary contraction if corporate
leverage is one standard deviation higher than usual. In our analysis of other outcome variables
in the following subsection, we show results for another measure of real corporate capital. These
results are consistent with this simple back-of-the-envelope calculation, both qualitatively and
quantitatively.

2.4 Other outcomes

In addition to investment, we estimate the differential response of several other outcomes for
the US economy by replacing the dependent variable in Equation (1) with alternative macroe-
conomic aggregates. When estimating the response of variables not yet included in the vector
of controls, we add four lags thereof. The impulse response functions are plotted in Figure B3
in the appendix.

The three components of non-residential investment – real investment in structures (which
carries a weight of 17% of overall investment over the relevant sample), equipment (35%) and
intellectual property products (22%) – all decline more in response to tightening monetary
policy when corporate leverage is high.9 Furthermore, we show that even the response of real
corporate capital is significantly stronger in times of high leverage, even though this outcome
can be measured only imperfectly.10

Aggregate GDP and the unemployment rate are more responsive to monetary policy, too, when
corporate leverage is high (see Panels (c) and (d) of Figure B3). Finally, we show the differential
response of aggregate financial variables. The federal funds rate itself is somewhat lower in
the medium run, as would be expected given the more contractionary response of the real
economy. This excludes the possibility that the investment response to a monetary policy shock
is stronger in a high-leverage economy because the tightening itself is more persistent. Long-
term government yields, in turn, behave very similarly across states. Beyond risk-free rates, we
show how corporate bond spreads (by Gilchrist and Zakrajs̆ek (2012)) respond in a high- vs.
low-leverage economy. The estimated interaction terms are positive and driven largely by the
excess bond premium – i.e., the share of credit cost not attributed to objective default risks.
Our findings are in line with the view that credit conditions tighten in response to monetary
policy (Gertler and Karadi, 2015), particularly when debt burdens are high. This result is the

8Capital evolves according to Kt = (1−δ)Kt−1+It. In the data, nominal investment in the national accounts
has historically been equal to 3% of nominal nonfinancial assets in the financial accounts, on average. We assume
that after a monetary policy shock, this investment rate evolves according to the blue estimates in Figure 2 –
for example, it decreases by 0.3pp (10% of 3%) in the sixth quarter – and that the depreciation rate remains
constant. We iterate through all horizons to compute a counterfactual path for capital.

9The two remaining components of investment are residential investment (24%) and changes in private inven-
tories. See Table A2 for the definition of real investment components.

10We use the stock of capital at historical cost, which is not exactly equivalent to the nominal stock of capital
deflated using the current price of capital but is available in the official statistics of the Federal Reserve Board.
The 95% confidence intervals show that the differential response is statistically significant and fully encloses the
imputed path of real capital from our back-of-the-envelope calculation in Figure 2.
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direct aggregate counterpart to what Anderson and Cesa-Bianchi (2024) show to be the case at
the firm level.

Before conducting a range of robustness tests for a negative β̂macro
h , which we perform in Section

4, we contrast our findings to the semielasticity of investment by levels of leverage based on
firm-level data.

3 Evidence from firm balance sheets

Our macro result that investment is more responsive to monetary policy when corporate leverage
is high is – at first sight – at odds with what the literature has shown using firm-level balance
sheet data. Most prominently, Ottonello and Winberry (2020) [henceforth OW20] find that
the semielasticity of investment to monetary policy depends positively on leverage; i.e., that
investment falls less when firms have high leverage. To directly compare our estimates to
theirs, this section replicates and confirms their result. In doing so, we extend the sample of
balance sheets to include euro area firms as well as the period after the Great Recession, which
we see as a contribution of this paper.

3.1 Methodology

Like OW20, we estimate the differential dynamics of investment for different levels of leverage
with local projections. Our baseline specification is

log ki,t+h − log ki,t−1 = βmicro
h

(
ℓi,t−1−ℓ̄i

σℓ,i

)
ξmct + Γ′

hZi,t−1 + ζih + ηsth + θcth + eith, (2)

where kit is the book value of fixed assets (i.e., the nominal capital stock) of firm i at the
end of quarter t and h = [0, 16] corresponds to the horizon over which we estimate differential
responses of capital to monetary policy. ξmct are the high-frequency identified, information-effect
adjusted announcement surprises for the US (1990-2019), which we used earlier in Section 2,
and the euro area (2000-2019). c denotes the country in which firm i is located. We use the
euro area shocks for firms from all its member countries.

Because we do not observe firm-level capital expenditures, the dependent variable in Equation
(2) is the change in the capital stock. As we include sector-by-time and country-by-time fixed
effects (ηsth and θcth), which absorb any variation that is common in time (within sectors and
countries) such as capital depreciation and capital price changes, differences in the response
of capital identify differences in the response of investment to monetary policy. These fixed
effects additionally control for unobserved heterogeneity across sectors and countries, such as
business cycle conditions or sector-specific nominal rigidities. Because of these time effects, we
cannot estimate the average response to monetary policy shocks, but rather, only identify the
differential effects by leverage with the coefficient βmicro

h .

11



To assess how the response of investment differs along the dimension of firms’ leverage ℓit, we
interact it in lagged and standardized form with the monetary policy surprises, as in the previous
section. By demeaning leverage within the firm, we exploit only within-firm variation in leverage
to identify βmicro

h .11 This approach ensures that the outcome is not affected by permanent
heterogeneity in the responsiveness to monetary policy shocks across firms. The estimated
coefficient of interest is β̂micro

h , which estimates the differential cumulative semielasticity of
capital between quarters t and t + h with respect to the monetary policy shock in t for a
standard deviation of leverage. Positive values indicate that high-leverage firms increase their
capital stock relative to low-leverage firms when interest rates increase. If the average firm
reduces investment after a contractionary monetary policy shock, this means that high-leverage
firms are less responsive.

We include a vector of lagged control variables Zi,t−1 to account for other determinants of firms’
investment. These are the firm’s leverage, the log of its total assets, sales growth, its ratio of
current to total assets, and its standardized measure of leverage interacted with quarterly GDP
growth of the US or the euro area, depending on where the firm is domiciled.

3.2 Data

We use balance sheet and revenue statement data on publicly listed nonfinancial firms provided
by LSEG, formerly Refinitiv. We download data on firms with headquarters in the US (in
USD, starting in 1992q2) and in euro area countries (in EUR, starting in 2002q1). The main
variables of interest are fixed assets (or capital kit) and leverage (ℓit), which we define as total
liabilities relative to total assets at the end of period t. As in Section 2, we use the broadest
possible definition – including debt securities, bank loans and mortgages and other forms of
credit such as bills payable – in our baseline measure of leverage. Nevertheless, we will establish
the robustness with respect to narrower definitions in Section 4. While we have no data on
the terms of these liabilities, we do have information on nominal sales and number of workers.
Particularly in some European countries (e.g. France and Italy), it is common even for large
corporations to report their financial results semiannually, which is additionally complicated by
the fact that some firms change their reporting frequency over time. To nevertheless include
these firms in our data, we apply the most conservative principles. Namely, if we only have
semiannual data for a given year and firm, we divide flow variables such as sales equally among
the quarters in a half year and set the end-of-quarter stock variables of the unobserved quarterly
balance sheet to their lagged values.

The data sample is selected to consist of firms with a market capitalization above the median in
the respective market, which is approximately 62 million USD and 52 million EUR, respectively.
This sample selection ensures that the data is more balanced and the measure of leverage is
more reliable, as noisy leverage ratios are quite common for firms below this threshold. To the

11Graham and Leary (2011) show that approximately 60% of the variation in leverage is due to to between-firm
variation rather than within-firm variation. We exploit only the remaining 40% of the variation for identification.
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resulting 4,660 firms, we apply the following exclusion criteria: i.) We disregard the less than
1% of firms with an average leverage higher than 150%. ii.) Approximately 17% of firms are
from the real estate and utilities sectors or are fintech firms that are classified as tech firms by
LSEG but are actually financial firms. iii.) We drop firms domiciled in Ireland, as these firms
exhibit strong fluctuations in capital for reasons that are unrelated to monetary policy. iv.)
Finally, we exclude firms with missing observations or no variation within the sector-time and
country-time cells. This leaves a sample of ca. 2,800 firms, of which 1,800 are from the US and
1,000 are from the euro area (see Figure A1(a) for details). Importantly, our sample firms is a
highly selected sample of large, public firms. Although these firms have an important role in
determining aggregates, this selection is an important consideration for making any comparison
between firm-level and time series estimates. We will discuss this topic in detail in Section 6.

The sample covers a sizeable share of the private sector in the US and the euro area. For example,
total employment of all US firms amounts to over 31 million workers – over a fifth compared
to total employment in the private nonfarm business sector – and for the euro area firms, we
count a total of 16 million workers. We cover a substantial portion of employment in all major
production sectors, even though manufacturing and technology sectors are overrepresented and
service sectors are somewhat underrepresented (see Figure A4).12 For the US, we can compare
the sum of balance sheet items of the US firms in our sample to the aggregate in the financial
accounts. On average over the sample, our firms represent approximately 25% of assets and
approximately 35% of liabilities, and these shares are increasing over time (see Figure A1(b)
for details).

The average ratio of liabilities to assets across our firms is approximately 55%. This is somewhat
higher than at the aggregate level, where we showed in Figure 1 that average leverage with
the same definition was 46%. The reason is that leverage is increasing in firm size13, and
our firms largely represent large, public firms. The interquantile (-decile) range of leverage
is approximately 30pp (60pp), making leverage a potentially large source of cross-sectional
heterogeneity in the firm data. Even within firms, however, the median standard deviation of
leverage is approximately 11pp. This compares to the 3pp standard deviation at the aggregate
level (see Section 2.2 for details), which shows that a substantial portion but not all of the
firm-level time variation washes out in the aggregate.

Table A4 shows key moments of the leverage distribution by region. A few observations are
noteworthy. With 52% in the US and 59% in the euro area, leverage is on average higher in the
euro area. Most of this gap persists if we control for time and sector fixed effects. At the same

12LSEG assigns each firm to one of 9 broad economic sectors (basic materials, consumer cyclicals and non-
cyclicals, energy, healthcare, industrials, real estate, technology, and utilities) as well as a more granular industry
definition. To make the representation of the firms comparable to the national accounts, we match each of the
more detailed industries in the data to the closest possible 2-digit NAICS industry code, and in the case of
manufacturing and retail, to 3-digit codes as well (e.g. chemical manufacturing or food and beverage retailers).
Figures A2 and A3 in the appendix show the distribution of sectors and NAICS industries of our data.

13We show this to be the case across firms in our data in Figure A5. Graham and Leary (2011) also document
a positive correlation between firm size and leverage, although they also find that the firms with the highest
leverage are often young and small. These firms are likely not in our data.
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time, within-firm variation of leverage is higher in the US. The median standard deviation of
leverage is approximately 13pp in the US and only 8pp in the euro area. Additionally, euro area
firms have less dispersed sales growth, investment and operating margins (measured as EBIT
divided by sales). In terms of time trends, in the US, the distribution of leverage is shifted
up by a few percentage points in the later part of the sample, whereas it is roughly stationary
among euro area firms (see also Figure A6). Due to these different properties, data on euro
area firms provide a valuable extension of data on US firms, for which OW20 have shown that
high-leverage firms respond less to monetary policy shocks.

3.3 Result

Figure 3 shows that estimates of βmicro
h are statistically significantly positive for up to 12 quarters

after the shock. Thus, relative to low-leverage firms, high-leverage firms increase investment in
response to a contractionary monetary policy shock. At the peak effect in h = 7, a firm’s capital
has a 9pp higher (less negative) semielasticity to a monetary policy shock if its leverage is one
standard deviation higher than usual. For the median firm in our sample, a standard deviation
is approximately 10pp. Based on these values, we would expect the medium-term semielasticity
of capital to monetary policy shocks to be 0.9pp higher for each percentage point in additional
ex-ante leverage. This value compares to the 1-2pp lower (more negative) capital response we
have imputed based on macro elasticities and shown in Figure 2.

Figure 3: Difference of micro elasticity between high- and low-leverage firms

Notes: Estimation results of panel local projections, see Equation (2). The coefficients β̂micro
h for the interaction

of a standardized measure of firm-specific leverage with the (contractionary) monetary policy shock are shown.
The estimation sample consists of ca. 2,800 firms from the US (1992-2019) and the euro area (2002-2019). We
use the Jarociński and Karadi (2020) monetary policy shocks identified for the respective currency area of the
firms’ headquarters. Standard errors are clustered by firm and quarter. We depict the 95% confidence intervals
as dashed lines.

Our estimates must be interpreted relative to the average response of firms’ capital to monetary
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policy shocks. However, the mean response cannot be estimated with Equation (2) because it
is absorbed in the time-specific fixed effects η and θ, which are crucial for the identification of
β̂micro
h . In Appendix B.5 we relax this assumption and estimate the average response of capital as

approximately -5%, although the estimate is not statistically significant at conventional levels,
whereas the interaction coefficient of leverage is both statistically and economically significant.

Our results provide corroborating evidence of the central empirical result of OW20, despite
several considerable differences in the specification, data sample and shock series. They interpret
the higher semielasticity of high-leverage firms through the lens of a New Keynesian model with
heterogeneous firms, which we outline in more detail in Section 5.1, but briefly summarize
now in order to have a framework to interpret the estimated micro elasticities. In the OW20
model, firms can finance new investment using internal or external finance. In the event of a
default, whose probability increases with leverage, external lenders recover only a fraction of
the firm’s capital stock. This gives rise to an external finance premium, which is increasing in
leverage. That is, firms with high net worth (and low leverage) can fund additional investment
at relatively low cost, whereas firms that are already highly leveraged face higher costs for
additional borrowing. In other words, the marginal cost curve is convex in investment, given
the current capital stock. Higher real interest rates due to a contractionary monetary policy
shock imply a higher discount rate of future cash flows and thus a lower discounted return
on investment. With a monetary policy shock, the marginal benefits of investment decrease.
Hence, firms reduce their investment in response. High-leverage firms, however, operate on the
steep part of the marginal cost curve and only reduce their investment by a little. Relative to
low-leverage firms, high-leverage firms increase their investment.

4 Robustness

We have so far documented a micro-macro conundrum: While the firm-level decline of capital is
smaller if a firm has high leverage, aggregate capital falls more if many firms have high leverage.
This section shows that both pieces of evidence are robust in terms of definitions of leverage
and a variety of regression specifications.

4.1 Robustness of macro elasticity

Some robustness checks for β̂macro
h are presented in Figure 4. First, in Panel (a), we use narrower

definitions of liabilities when computing leverage (all retrieved from aggregate statistics and
relative to total assets) in the interaction term. These alternative measures are i.) the sum
of debt securities and loans and mortgages, which together make up approximately half of the
broader measure of liabilities used in the main result, ii.) commercial and industrial bank loans
from a bank survey and iii.) short-term liabilities regardless of the source of funding. As before,
all measures of leverage are standardized by their historical means and standard deviations.
The pairwise correlations with the broader measure from the main result are 0.64, 0.11 and
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Figure 4: Macro elasticity: Robustness

(a) (b)

(c) (d)

Notes: The baseline result is depicted in Figure 2 and estimates the local projections described in Equation (1).
The top two panels use alternative measures of corporate leverage as the interaction variable. Robustness is also
established with respect to the control variables (c) and the specification as a nonlinear VAR spanning a larger
data sample (d). The latter is described in Section B.2 in the appendix.

0.04, respectively. Despite relatively weak correlations with the broader measure of leverage,
the differential response of investment to changes in the short-term policy rate is more negative
with high leverage in all three cases.

Second, we use measures computed from the micro data as the state variable. In our estimation
of the micro elasticity, leverage enters in deviation from the firms’ own means. If a firm has
higher-than-usual leverage, its investment becomes less responsive to monetary policy. If this
fact translated directly to the aggregate, then investment would respond less to monetary policy
if many firms had leverage above their own mean. In Panel (b) of Figure 4, we show estimates
from nonlinear local projections in which Lt is the share of firms with leverage above their
own mean. The estimated interaction coefficient β̂macro

h remains negative, even though these
measures, which are depicted in Figure A6 in the appendix, have only limited correlation with
the baseline Lt (0.4 and 0.18, respectively).
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Third, we show that our results are not qualitatively sensitive to the control variables Z used
in Equation (1). On the one hand, we drop control variables entirely. On the other hand,
we include an array of covariate cross-terms of conditions that might potentially confound our
results. For example, corporate leverage is somewhat countercyclical and the investment effects
of monetary policy might differ between recessions and expansions for reasons other than the
levels of leverage. To account for this, we include the lagged output gap (CBO estimate) and
the lagged GDP growth, both interacted with the federal funds rate, as additional controls.
Additionally, there may be a concern that corporate leverage correlates with leverage in the
household sector. In that case, our results might, for example, be driven by the fact that
households’ final demand responds more or less to monetary policy shocks (see, e.g. Cloyne
et al. (2020), Flodén et al. (2020), Holm et al. (2021) or Alpanda et al. (2021)) and firms’
investment responds to that demand in final consumption rather than funding costs as such.
We include interaction terms of the federal funds rate with the loan-to-value ratio for household
mortgages and with the ratio of consumer bank loans to GDP. Coimbra and Rey (2024) provide
stylized facts that imply that the elasticity of bank credit to funding costs varies with the level
of interest rates, a channel that we can proxy by interacting the federal funds rate with itself.
We also include the ratio of liquid assets, relative to all assets, of the corporate business sector
as an additional control variable, given micro evidence from Jeenas (2024), as well as a measure
of unit profits. Regardless of whether or not we include these additional covariate cross-terms,
we find that firms’ investment responds significantly more to short-term interest rates when
corporate leverage is high (Figure 4(c)).

The last two checks shown in the last panel of Figure 4 restrict the dynamics of the parame-
ters somewhat by estimating an Interacted VAR. An Interacted VAR is a parsimonious way to
implement nonlinearity in a VAR, which is described in detail in Appendix B.2. We implement
two versions: One where monetary policy shocks are identified using a Cholesky decomposition
and one in which the Jarociński and Karadi (2020) monetary policy surprises are used as an
external instrument on the residuals of the federal funds rate in the VAR, as in Gertler and
Karadi (2015). This approach permits the identification sample to be shorter than the sample
for the estimation of the dynamic correlations, which allows us to include the full period from
1973q1 to 2019q4 in the estimation of both Interacted VARs. The figure shows the difference
between generalized impulse response functions when the baseline measure of aggregate corpo-
rate leverage is above or below the median of its historical distribution. For both identification
strategies, the difference is statistically significantly negative.14

In results shown in the appendix, we conduct further sensitivity checks with respect to the
instrument for changes in the federal funds rate chosen. For example, our result that investment
responds more to monetary policy changes is even quantitatively similar if we use Romer and
Romer (2004) shocks, whose standard deviation is more than three times as large as high-

14As expected, the magnitude of the difference is different in the Interacted VARs than in the other specifica-
tions. While all previous results have shown the differential effect of monetary policy if ex-ante leverage is one
standard deviation higher, the Interacted VAR results show the difference between the average generalized IRF
in quarters with high leverage vs. the average generalized IRF in quarters with low leverage.
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frequency surprises by Jarociński and Karadi (2020) for the overlapping period. The estimated
interaction term is still statistically significantly negative, regardless of whether we implement
it as an IV regression as above, or whether we estimate interacted reduced-form regressions.

Another concern could be that the reaction function of monetary policy and thus the identified
monetary policy shocks we use are systematically related to leverage, which could bias our
estimates. For example, there may be no contractionary monetary policy shocks when leverage
is high. However, we show in Figure B2 in the appendix that historically, there is no correlation
between the levels of corporate indebtedness and monetary policy decisions, neither with raw
changes in interest rates nor with the identified monetary policy shocks.

Ultimately, in Appendix B.4, we repeat the analysis for the euro area. The results are less
conclusive than for the US, but the point estimate of β̂macro

h for the medium-run h is negative
even with these shorter and noisier time series.

4.2 Robustness of micro elasticity

The empirical result that firm-level leverage predicts a less negative reaction of capital after
contractionary monetary policy shocks holds for various modifications as well. Figure 5(a)
shows the coefficients when separately estimating Equation (2) for the US and the euro area.
The latter makes up less than a third of the data and covers firms based in 11 euro area member
states, which is why we still include country-time fixed effects in that specification. Euro area
firms have on average higher but less volatile leverage. The interaction coefficients between
monetary policy shocks and leverage are less precisely estimated, but clearly positive in the
medium run.

Figure 5: Micro elasticity: Robustness

(a) (b)

Notes: The baseline result is depicted in Figure 3 and estimates the local projections described in Equation
(2). Panel (a) shows estimates based on US and euro area panels separately, whereas (b) uses alternative, but
still firm-level and standardized, measures of leverage as the interaction variable. See Appendix B.5 for further
robustness tests of the micro elasticity.
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In Figure 5(b) we plot the results of the main alternative definitions of ℓi,t. The blue lines show
estimates of β̂micro

h when leverage is defined as debt over assets, which is a narrower measure than
liabilities over assets and includes only debt securities and bank loans and mortgages. For the
red lines, we use only short-term liabilities to compute leverage. Even though the correlations
with our baseline measure of leverage are only 0.7 and 0.45, respectively, the estimates are still
statistically significantly positive.

In the appendix, we provide an array further robustness checks (see Appendix B.5 for a complete
list). Among other things, we account for the fact that for most firms, borrowing contracts based
on cash flow constraints are the more relevant source of funding than asset-based borrowing
constraints (Lian and Ma, 2021). The OW20 result holds even when leverage is defined as
the ratio of liabilities or debt to earnings. The interaction coefficient is positive if we use
non-standardized (but winsorized) measures of leverage, too. Additionally, we show that the
heterogeneity of the estimated response to monetary policy assigned to leverage in our estimation
is not driven by differences in liquid asset holdings or firm age. Lakdawala and Moreland
(2021) argue that the differential effect we find reversed in the period after the Great Recession.
According to our estimations, we cannot rule out a somewhat weaker βmicro

h after the Great
Recession, but we do not find evidence that its sign reversed. The main results are also confirmed
with alternatives to the high-frequency monetary policy surprises.

5 A general equilibrium explanation

So far, we have shown that in the micro data, firms with high leverage decrease investment less
after a monetary policy shock – confirming the result reported by OW20 –, while in the aggre-
gate, high leverage leads to stronger responses of monetary policy. In this section, we provide
an explanation that reconciles both empirical findings, while adhering to the OW20 modelling
framework. In a nutshell, the difference between micro and macro elasticities is that the micro
elasticity estimation includes time-specific fixed effects, which are crucial for identification, but
also absorb any potential general equilibrium effects in response to the monetary policy shock,
which depends on the cross-sectional distribution of firms. We first briefly describe their model
and discuss how it results in effects of monetary policy consistent with the micro evidence. Sub-
sequently, we present our explanation that leads to impulse response functions of investment
that differ depending on the level of leverage in the aggregate economy. Finally, we provide
evidence in favor of our hypothesis.

5.1 Model

5.1.1 Investment block

Production firms. There is a fixed mass of heterogeneous production firms; time is discrete
and runs forever. Each firm i ∈ [0, 1] uses the production function yit = zit(ωitkit)

θlνit, where
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kit and lit correspond to the firm’s capital stock and labor input, respectively, to produce an
undifferentiated good yit. Inputs are purchased at their relative prices qt (for capital) and wt (for
labor).15 Production is subject to decreasing returns to scale; i.e., θ + ν < 1. Firms experience
two types of idiosyncratic shocks: ωit is an i.i.d. capital quality shock log-normal distribution
truncated at a maximum of 0 and zit is a total factor productivity (TFP) shock that follows a
log-AR(1) process with innovations εit ∼ N(0, σ2).

In each t, a mass of new firms µ̄t enter the economy endowed with k0 units of capital and no
debt, replacing the mass of firms that exit either due to an exogenous shock or an endogenous
exit decision. Subsequently, idiosyncratic shocks to capital quality and TFP are realized. Each
firm produces the undifferentiated good and receives an exogenous shock to exit the economy
with probability πd afterwards. The remainder, with mass (1− πd), decides whether or not to
default. In the case of default, a fraction of the firm’s capital stock is recovered by the lenders.
To continue operations, firms must pay back the face value of outstanding debt, bit and a fixed
operating cost ξ in units of the final good. They hire labor lit at the real wage wt and sell the
output to retailers at a relative price pt. New capital ki,t+1 is purchased at relative price qt. To
finance investment, firms can either issue new nominal debt, which is offered at a firm-specific
price schedule Qt(zit, ki,t+1, bi,t+1), or use internal finance by lowering dividend payments dit,
where dit ≥ 0, which is the key financial friction in the model.

The firm’s state variables are its productivity z and its net worth n, defined as n = maxl ptz(ωk)
θlν−

wtl + qt(1− δ)ωk − b 1
Πt

− ξ. These are the real resources of the firm, i.e., its current operating
profits and the liquidation value of its capital stock net of real borrowing (where Πt is the
aggregate inflation rate of the final good Pt) and the fixed cost of operating. Conditional on
continuing, the real equity value vt(z, n) solves the Bellman equation (3), where n̂t+1 is the net
worth implied by the chosen future k′ and b′.

vt(z, n) =max
k′,b′

n− qtk
′ +Qt(z, k

′, b′)b′

+ Et

[
Λt+1(πdχ

1(n̂t+1(z
′, ω′, k′, b′))n̂t+1(z

′, ω′, k′, b′)

× (1− πd)χ
2
t+1(z

′, n̂t+1(z
′, ω′, k′, b′))vt+1(z

′, n̂t+1(z
′, ω′, k′, b′)))

]
s.t. n− qtk

′ +Qt(z, k
′, b′)b′ ≥ 0

(3)

Lenders. A financial intermediary lends resources from the representative household to firms
with a firm-specific price schedule Qt(z, k

′, b′). In the event of a firm’s failure to repay the loan
in the next period, the lender recovers a fraction α of the market value of the firm’s capital
stock. This default risk is reflected in the debt price schedule.

15All prices are expressed relative to the price of the final good Pt.
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Qt(z, k
′, b′) =Et

[
Λt+1

1

Πt+1

(
1− (1− (πdχ

1(n̂t+1(z
′, ω′, k′, b′))

+ (1− πd)χ
2
t+1(z

′, n̂t+1(z
′, ω′, k′, b′))))

×
(
1−min

{
αqt+1(1− δ)ω′k′

b′/Πt+1
, 1

}))] (4)

5.1.2 Remainder of the model

Retailers and final goods producer. A retailer j ∈ [0, 1] produces a differentiated variety of the
final good using producers’ outputs yit as the only input. The relative price of the variety is
subject to quadratic adjustment costs. By aggregating retailers and final good producers, the
New Keynesian Phillips Curve (NKPC) is

log Πt =
γ − 1

φ
log

pt
p∗

+ βEt log Πt+1, (5)

where γ is the elasticity of substitution between varieties, p∗ = γ−1
γ is the steady state output

price of differentiated varieties and φ governs price adjustments costs.

Capital good producer. New aggregate capital Kt+1, which is aggregated across individual firms
(Kt =

∫
kitdi), is produced by a representative capital good producer who turns It units of final

goods into new capital. Crucially, if many firms want to expand their capital stock, the relative
price of capital qt rises with an elasticity of 1

ϕ , according to the following supply schedule:

qt =

(
It/Kt

δ̂

)1/ϕ

, (6)

where δ̂ is the steady state reinvestment rate. ϕ governs the degree of aggregate capital adjust-
ment frictions and influences the variations in qt, which is a crucial component of our hypothesis.

Monetary authority. The central bank follows a standard Taylor rule for the nominal interest
rate logRt = log 1

β + φπ log Πt + ξmt , where φπ is the reaction coefficient to inflation and the
monetary policy shock ξmt is drawn from the distribution N(0, σ2m).

Representative household. The economy is inhabited by a standard representative household,
which owns all firms in the economy. The household maximizes E0

∑∞
t βt(logCt−ψLt), where

β defines the discount factor and ψ denotes the disutility of labor.

5.1.3 Firm-level decision rules

Equation (7) characterizes the optimal choice of investment k′ and borrowing b′ of production
firms. The left- and right-hand sides of Equation (7) represent the costs and benefits of a
marginal unit of capital, respectively.

21



(
qt − εQ,k′(z, k
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Qt(z, k

′, b′)b′

k′
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Rsp
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1− εR,b′(z, k′, b′)

=
1
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Et[MRPKt+1(z
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+
1

Rt

Covt(MRPKt+1(z
′, ω′k′), 1 + λt+1(z
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− 1

Rt
Eω′ [v0t+1(ω

′, k′, b′)gz(z(ω′, k′, b′)|z)ẑt+1(ω
′, k′, b′)]

(7)

Marginal costs are the product of two terms, the first of which is the relative price of capital
qt net of changes in interest expenditures through adjusted capital and thus default risk, where
εQ,k′ is the sensitivity of the debt pricing schedule to investment. The second term of the
product, which turns out to be crucial for the heterogeneous transmission of monetary policy,
consists of the spread of borrowing costs over the risk-free rate Rsp

t and its elasticity with respect
to borrowing εR,b′ .

This product makes the marginal cost of additional capital, given productivity, convex. When
capital is chosen to be low, the marginal cost curve is flat, as firms have enough cash to not
be considered risky. To increase capital substantially, and given the financial frictions, the
borrowing required to finance this additional capital increases firms’ risk of default and therefore
borrowing costs. The marginal cost curve thus becomes steeper in this region.

The marginal benefits of investment, on the other hand, can be expressed as three separate
terms: i.) The expected discounted return on capital, which decreases when the real interest
rate rises because it is discounted more heavily, ii.) the covariance of the return on capital with
the firm’s shadow value of resources (λt+1) and iii.) the change in the default probability.16

The marginal benefit curve is downward-sloping in additional investment due to diminishing
returns to capital.

Firms operating in the steep part of their marginal cost curve can be considered “risky con-
strained”, and because of the financial frictions, they operate at a scale below their optimal
level of capital. Such firms include particularly young firms, as firms start with initial capital
below the optimum and borrow to reach their optimal scale, after which they pay down their
debt.

5.1.4 Channels of monetary transmission

To assess the benchmark effects of an unexpected monetary policy shock ξmt in this model, we
set all model parameters to the values as in OW20, the full list of which is presented in Table
C1 in the appendix. Stylized marginal cost and marginal benefit curves as a function of capital
accumulation k′ and their shifts after a contractionary monetary policy shock are illustrated in

16zt(ω, k, b) denotes the productivity threshold at which the firm defaults, gz(z′|z) is the density of z′ conditional
on z and v0t (ω, k, b) ≡ vt(zt(ω, k, b), and n̂t(zt(ω, k, b), ω, k, b)) is the firm’s value evaluated at the default threshold.
Furthermore, ẑt+1(ω

′, k′, b′) ≡ ∂zt+1(ω
′,k′,b′)

∂k′ +
∂zt+1(ω

′,k′,b′)

∂b′ (qt − εQ,k′
Qt(z,k

′,b′)b′

k′ ) Rt(z,k
′,b′)

1−εR,b′ (z,k
′,b′) .
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the top two panels of Figure 6.

An increase in the real interest rate decreases the discounted return on capital, thus shifting
the marginal cost curve downwards (see green arrow). The effect of this shift on the choice
of capital k′ depends on the slope of the marginal cost curve. For the high-leverage firm, the
decrease in capital is smaller than for the low-leverage firm. OW20 find that the second and
third term of the marginal benefit curve – see the right-hand side of Equation (7) – are not
quantitatively important.

The different components reflected in the marginal cost curve react to monetary policy as well.
A contractionary monetary policy shock leads to a decrease in qt due to a decline in (partial
equilibrium) investment demand. This is shown by the purple arrow in Figure 6. At the same
time, however, there are additional interest rate expenditures since, ceteris paribus, lower firm
collateral increases expected losses for lenders due to firm default (yellow arrow). Additionally,
interest rate spreads following the adjustment of capital and external debt increase because the
firm’s collateral value decreases (blue arrow). The latter two effects impact the capital of low-
leverage firms to a greater extent, but under the OW20 parameter calibration, the overall impact
of monetary policy shocks is larger on capital for low-leverage firms than for high-leverage firms.
This is reflected in our positive between-firm coefficient βmicro

h .

5.2 State-dependent monetary policy effects within the OW20 framework

We now explore how this between-firm heterogeneity can be consistent with the opposite-signed
between-states heterogeneity, which we documented in Section 2. Instead of comparing states
within the above-presented OW20 economy, we proceed by modeling a second economy in which
we vary only a single parameter to generate a different level of aggregate leverage. Subsequently,
we shock both economies in their respective steady states with the same one-time unexpected
monetary policy shock and compare the respective perfect foresight transition paths of the two
initial conditions.17

5.2.1 Simulation of a high- and a low-leverage economy

The OW20 parameterization of the model leads to an aggregate leverage of 49%, which is ap-
proximately one standard deviation above the historical mean of 46% observed in the time series
(see Section 2.2). We therefore refer to it as the high-leverage economy. For the counterfactual
low-leverage economy, we vary only one of the fixed parameters. An increase in the initial
capital endowment of new entrants k0 decreases aggregate leverage in the OW20 model. In the
model, firms get leveraged since they are born with a capital stock that only allows them to

17In our assessment of the aggregate state dependence in Section 2, we included an array of control variables
to account for the state of the business cycle. The historical variation in aggregate leverage, of course, not only
reflects the variation in steady states but also is an endogenous reaction to shocks. However, by controlling for
the state of the business cycle, we attempt to hold these factors fixed, effectively comparing the impulse response
functions of two similar economies that vary only in their level of leverage, as in our modeling strategy.
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Figure 6: Effects of a contractionary monetary policy shock

Effects in high-leverage economy
(a) Low-leverage firm (b) High-leverage firm

Effects in low-leverage economy
(c) Low-leverage firm (d) High-leverage firm

Notes: Simulations of a contractionary monetary policy shock (red curves) on the marginal costs and benefits
of capital accumulation in the OW20 model, see Equation (7). We show two stylized firms that differ in their
risk/leverage ℓit (left and right). The two firms are part of a fixed mass of heterogeneous production firms, and
the top and bottom panels differ in terms of the distribution of leverage among these firms (Lt). If all other firms
have low leverage and reduce investment demand substantially after a contractionary monetary policy shock, the
relative price of capital decreases more strongly (purple arrow), which dampens the response of both firms.

operate below the optimal capital implied by their productivity and pay back debt to reduce
risk thereafter. They reach their optimal size more quickly by borrowing and therefore do so
particularly when young.

By endowing newly born firms with a higher k0, we allow them to reach their optimal capital
more quickly and with a lower default probability. Although this approach reduces leverage
disproportionately for the young firms, as shown in Figure C1 in the appendix, it reduces
leverage slightly for the entire age distribution. The lower average leverage of firms contributes
to lower average spreads for firms in the low-leverage economy and reduces the number of “risky
constrained” firms (see Table 1).

An alternative way to simulate a counterfactual economy with lower aggregate leverage is to
decrease the probability of firms receiving i.i.d. exit shocks. This lowers the turnover of firms in
the economy and shifts the age distribution to older, more productive firms. Both alterations are
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Table 1: Alterations of model parameterizations and resulting aggregate leverage

Parameter High L:
OW20

Low L (I):
Higher initial k

Low L (II):
Lower exit rate

Initial capital stock, k0 0.18 0.33 0.18
Exogenous exit rate, πd 1.47% 1.47% 1.31%
Mean gross agg. leverage 49% 46% 46%
Share of risky constrained 64% 55% 57%

Notes: Variations of single parameters to decrease the average steady state level of leverage. All other parameters
are calibrated as in Table C1.

summarized in Table 1. While the first changes the initial distribution of leverage conditional
on age, the second holds it constant and instead changes the age composition to achieve lower
aggregate leverage as an initial condition prior to the shock.

5.2.2 Comparison of impulse response functions

Figure 7(a) plots the responses of aggregate investment after a one percentage point increase in
the nominal interest rate. Given that nominal interest rate changes move the real interest rate
under sticky prices, the left-hand shift of the marginal benefit curve at the firm level leads to a
substantial contraction of aggregate investment in the model.

The blue line is equal to the response shown in OW20 (with an aggregate leverage of 49%),
and the dashed lines show our alterations with lower aggregate leverage (46%) at the time
of the shock. To generate the differential responses in Panel (b), we subtract IRFs from the
high-leverage economy in either of our alterations.

Regardless of which alteration we apply to vary the distribution of leverage at the time of the
shock, monetary policy has a larger effect on investment in the high-leverage economy. We
emphasize that this effect occurs despite the property of the model that risky firms respond less
to monetary policy at the individual level.

5.2.3 Channel decomposition: The role of the relative price of capital

Financial heterogeneity across firms in an economy, as well as across economies with different
leverage distributions contribute to varying strengths of different channels of monetary policy
to firms’ capital choices. We disentangle those channels in the same way as OW20, who feed
into the model the path for one price while holding all other prices fixed at steady state. The
first and most direct channel is the change in the real interest rate, represented by the leftward
shift of the marginal benefit curve in Figure 6 (green arrows). The responses of capital can
be heterogeneous across different levels of productivity and preexisting net worths, and we
summarize the responses by computing the density-weighted averages above and below the
median net worth threshold and average across the productivity grid. The first two bars in
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Figure 7: Aggregate investment responses to monetary policy

(a) Aggregate investment response by model (b) Differences

Notes: Aggregate response of investment to contractionary monetary policy shock under different calibrations.
“High agg. leverage” shows the results of the OW20 calibration of the model (49%). The dashed lines show
alternative calibrations with an aggregate leverage that is more in line with the empirical mean of the time series
(46%). The shock is scaled to a 1 percentage point increase in the nominal interest rate in all three models.
Panel (b) subtracts the blue line from the dashed lines in Panel (a).

Figure 8(a) show a negative semielasticity of investment to a tightening of monetary policy
through the real rate channel. It has a weaker effect on firms with high leverage, i.e., firms with
high default risk and low net worth (solid bar), than on firms with low leverage (empty bar).
This is the main heterogeneity that the OW20 model rationalizes.

To quantify the strength of the second channel, we feed in the series of the relative price of
capital qt but keep all other prices constant. This channel has two components. On the one
hand, higher interest rates lead to lower partial equilibrium investment demand, depressing the
price of capital (relative to the sticky-price numéraire) and ceteris paribus incentivizing all firms
to invest. On the other hand, a lower qt decreases the recovery value of the lender, resulting
in higher risk premia, which discourage investment. The second set of bars in Figure 8(a)
are positive, indicating that the incentive-to-invest effect dominates, especially for low-leverage
firms. The contribution of all other prices, shown in the third set of bars in 8(a), is relatively
small.

To shed light on how aggregate leverage interacts with the strength of these channels, we
decompose the same channels in an economy where the initial distribution of leverage is lower
due to a parameterization with a higher initial stock of capital when the firm is born. The
results are shown using the red bars in Figure 8(a). The following observations stand out.
First, the magnitude of the real rate channel is almost unchanged and, as with the blue bars,
has a weaker effect on high leverage, low net worth firms. Second and more importantly, the
capital price channel is stronger in an economy with lower leverage.

The relative price of capital channel is the most important difference between the original
calibration with a relatively high average leverage and our alternative calibration with a lower
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average leverage, as shown in Figure 8(b). The negative values for this channel show that the
muted magnitude of this channel in an economy with many highly leveraged firms leads to
a lower-semielasticity of aggregate investment to monetary policy. On the other hand, in an
economy where many firms have low leverage and reduce their investment demand substantially
after a contractionary monetary policy shock, the relative price of capital decreases. Investment
becomes relatively cheap, which provides an incentive for all firms to invest more. This effect
is so strong that it reverses the micro elasticity.

Figure 8: Decomposition of the semielasticity of capital to monetary policy

(a) Channels by model (b) Differences

Notes: The semielasticity of capital with respect to a contractionary monetary policy is decomposed into three
channels by feeding the response of one variable in the model while holding all other prices fixed. To summarize
the high-dimensional responses of firms along the initial net worth distribution and productivity, we compute,
for each productivity grid, the density-weighted response for firms below and above the median net worth, and
then average across productivities. Low net worth firms have high leverage, and vice versa (see fourth set of
bars). Blue is the OW20 parameterization of the model, red bars represent responses following the alteration in
which new-born firms start with higher initial capital, leading to a lower steady state aggregate leverage (46%
vs. 49%). Panel (b) shows the differences between the blue and red bars of Panel (a).

Figure 8 shows a highly summarized version of the decomposition of transition paths, aggregat-
ing over firms below and above the median of the initial net worth distribution and different
productivity levels. Figure C2 in the appendix shows the decomposition along a more disaggre-
gated distribution. Additionally, in Figure C3, we show that the same holds in the alternative
calibration, where we achieve a lower aggregate steady state leverage by decreasing the exoge-
nous firm exit rate.

We have shown that the micro elasticity – lower leverage firms respond more strongly to mon-
etary policy – and macro elasticity – aggregate investment is more responsive to monetary
policy when corporate leverage is high – are not inconsistent with each another, even within
the OW20 model. The reason is that the equilibrium price response (for capital) depends on
the cross-sectional distribution of leverage at the time of the shock but affects all firms. As
it affects all firms’ marginal cost of investment equally, it is fully absorbed by the time fixed
effects in Equation (2). The results could also be framed in terms of pecuniary externalities
(Lorenzoni, 2008, Bianchi, 2011). As firms are atomistic, they do not take into account the effect
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of their investment demand on the price of capital, which is a determinant of all other firms’
investment. Therefore, the distribution of leverage across firms and the resulting heterogeneity
in investment demand responses to monetary policy changes the aggregate effects of monetary
policy.

5.3 Supporting empirical evidence

We discuss two results implied by the model and our explanation, for which we find empirical
support in the data. The first result is that the relative price of capital responds less to a
monetary policy shock if the economy is in a high-leverage state. The second result is that the
firm-level heterogeneous response to monetary policy is itself a function of the aggregate state
of the economy.

5.3.1 The relative price of capital

After a contractionary monetary policy shock, the relative price of capital decreases in the
model because demand for capital decreases and the prices of final output goods are sticky.
However, the claim at the core of our explanation in Section 5.2 is that the relative price of
capital falls less in a high-leverage economy, making it more costly for all firms to invest than
in a low-leverage economy. We test this proposition directly with the data.

Specifically, we re-estimate our aggregate local projections (Equation (1)), replacing the depen-
dent variable with different measures for the relative price of capital. Figure 9 shows three sets
of impulse responses of the state dependence estimated by β̂macro

h . These are, most simply, the
ratio between the deflators of investment and GDP as a whole and two measures that compare
the price of capital with that of consumption goods proposed by DiCecio (2009).18 In all three
cases, the estimated interaction coefficients are positive a few quarters after the shock, showing
that – as we claim in our explanation – the relative price of capital falls less after a monetary
policy contraction if aggregate leverage is high.

5.3.2 State-dependent heterogeneity of firm-level responses to monetary policy

The second implication of our analysis is that the financial heterogeneity of firm-level responses
to monetary policy shocks, which we have estimated with β̂micro

h , is itself of a function of
aggregate leverage. This implication was already evident in our stylized illustration of the
model in Figure 6. The difference in responses between low- and high-leverage firms is larger
when most firms belong to the latter group (two top panels) because of a stronger capital price
channel. We confirm this result in the quantitative models by simulating a panel of firms subject

18DiCecio constructs the deflator for investment goods by updating annual quality-adjusted deflators of in-
vestment subcomponents fitted by Cummins and Violante (2002). The annual deflators are interpolated to the
quarterly frequency with the help of quarterly deflators from NIPA data. The resulting investment deflator is
divided by the consumption deflator to obtain the relative price of capital.
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Figure 9: Differential response of the relative price of capital

Notes: Interaction coefficient β̂macro
h in Equation (1) between the standardized measure of corporate leverage

with a (contractionary) monetary policy shock. The dependent variable is replaced by different definitions of the
relative price of capital. The 95% confidence intervals based on HAC standard errors are shown as dashed lines.

to monetary policy shocks (innovations to the Taylor rule) and running a regression equivalent
to our firm-level local projections (Equation (2)). The differential effects using different model
parameterizations with varying levels of aggregate leverage can be seen in Figure C4 in the
appendix. Here, too, β̂micro

h is larger if the initial distribution of firms’ leverage is higher.

To test this observation empirically, we estimate a version of our baseline firm-level local pro-
jections (2)

log ki,t+h − log ki,t−1 =β
micro
h ℓ̃i,t−1ξ

m
ct + βmicro

hL ℓ̃i,t−1ξ
m
ct L̃t−1 + Γ′

hZi,t−1

+ ζih + ηsth + θcth + eith,
(8)

in which we add an additional term, namely, the interaction of lagged standardized firm leverage,
the monetary policy shock, and the lagged standardized aggregate leverage. Given the model, we
expect the estimand β̂micro

hL to be positive, which implies that a highly leveraged firm’s investment
response to a monetary policy shock is especially dampened in period of high aggregate leverage.

Figure 10 shows that βmicro
hL is indeed statistically significantly positive. Given that our baseline

effect of financial heterogeneity on the semielasticity of investment is approximately 9pp per
standard deviation, the estimated coefficients are also quantitatively meaningful.

Another test of whether differences in the capital price channel can be related to the heterogene-
ity of firm-level responses to monetary policy relates to the prevalence of used capital goods.
Used capital goods tend to display higher business cycle volatility than new ones (Lanteri,
2018, Gavazza and Lanteri, 2021). However, not all firms have access to this capital, as some
industries use highly specialized assets for which there is no liquid second-hand market. The
firms that do have access pay a lower price for new capital and thus face lower marginal costs
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Figure 10: State dependence of financial heterogeneity effects of monetary policy

Notes: Estimation of location interaction with a triple interaction, see Equation (8). The coefficients β̂micro
hL are

depicted. Positive values indicate that the difference in investment responses between high- and low-leverage
firms increases if aggregate leverage is high, i.e., if many firms belong to the high-leverage group.

of investment after interest rates increase. The capital price channel should be stronger for
these firms, and because a strong capital price channel mutes the difference between high- and
low-leverage firms (as shown in Figure 6), we predict that β̂micro

h is lower for firms operating
in industries that use a generic capital input used in many other industries. In Table B4 in
the appendix, we use the industry-level asset redeployability scores provided by Kim and Kung
(2017) to show that this expectation indeed holds, even though the additional interaction term
is not statistically significant.

6 Alternative hypotheses

Apart from the general equilibrium explanation proposed in the previous section, we test and
reject three hypotheses related to aggregation and selection that might in principle explain the
difference between micro and macro elasticities.

6.1 Heterogeneous effects and aggregation (Alternative hypothesis I)

As in most firm data, the firm size distribution in our sample is very heavily skewed: In terms
of both assets and employment, the 90th percentile is more than an order of magnitude larger
than the median, which itself is an order of magnitude larger than the 10th percentile. In a
firm-level analysis, however, each firm receives the same weight. It could be that most firms
indeed react less to monetary policy if they have higher leverage, but for a few very large firms,
the effect is reversed, so they react more to monetary policy when they have high leverage.
Because these large firms are responsible for a large share of aggregate investment, they could
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potentially overturn the positive coefficient we find for the average firm in Section 3.

In this subsection, we show that differences in the differential effect by firm size cannot explain
the disparity between the firm-level and the aggregate result. We start from Equation (2) and
add to the interaction between the monetary policy shock and lagged leverage an additional
term Qi,t−1, which is the quintile of the firm in the size distribution (defined as total assets) in
the quarter before the shock. In an alternative definition, we compute the quintiles based on
the firms’ average deflated assets, such that Qi does not vary over time.

log ki,t+h − log ki,t−1 = βmicro
hQ

(
ℓi,t−1−ℓ̄i

σℓ,i

)
ξmctQi,t−1 + Γ′

hZi,t−1 + ζih + ηsth + θcth + eith (9)

In Figure 11(a) we show the interaction coefficient β̂micro
hQ for the sixth quarter ahead for all five

groups of firms. The estimate is positive for all five bins. While the 95% confidence intervals we
show are relatively wide, most estimates are statistically significantly different from zero at the
10% significance level. The coefficient estimated for the top quintile is somewhat smaller, but
it is not statistically significantly different from the other coefficients and is not quantitatively
different enough to overturn our firm-level result in the aggregation step.

Figure 11: Heterogeneous effects by firm size

(a) Size quintile interaction for h = 6 (b) Aggregated vs. aggregate effect

Notes: The left-hand side plot shows the interaction coefficient β̂micro
hQ for h = 6 from Equation (9), where Qi,t−1

is one of two categorical variables: First, the quintile of firm size (measured as total assets) in the previous
quarter; and second, the quintile of the firms’ average assets (deflated using the GDP deflator of the respective
region). Vertical bars denote the 95% confidence intervals.

We conduct this aggregation more explicitly in Figure 11(b). Specifically, for each observation,
we compute the differential effect of monetary policy on capital when leverage varies by 3pp
– the standard deviation of leverage in the aggregate data, given the firms’ quintile in the
size distribution and the estimated, size-specific coefficients.19 Subsequently, we compute the
aggregated capital response as the weighted sum of firm-level response estimates, where the
weights are defined as the firm’s pre-existing stock of assets. Clearly, the resulting estimate

19Notice that larger firms tend to have lower σℓ,i (see Figure A5). Therefore, an equal estimate of βmicro
hQ implies

a larger differential effect per percentage point of leverage for large firms.
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of the aggregated response implied by the firm-level estimates is positive rather than negative;
we discussed the negative aggregate response in Section 2 and include it in Figure 11(b) for
reference.

6.2 Sample selection (Alternative hypothesis II)

The previous alternative hypothesis was based on the idea that very few observations (of the
largest firms) nearly disappear in the micro data but actually dominate the aggregate in reality.
The opposite could also be true, namely that many, potentially very differently behaving firms
are not selected into the micro data, but due to their large mass, dominate aggregate fluctu-
ations. Caglio et al. (2022) argue along these lines, suggesting that the estimated interaction
coefficient β̂micro

h might be positive for a sample of large firms only. Indeed, in their sample of
small- and medium-sized enterprises, the estimate of the interaction coefficient between lever-
age and monetary policy is significantly negative (but small).20 At the same time, the bottom
99% of the firm size distribution accounts for less than 20% of aggregate investment and assets
(Crouzet and Mehrotra, 2020).

The firms in our regression sample together hold around a fourth of the aggregate capital
stock, measured by the sum of fixed assets relative to the stock of nonfinancial assets in the
nonfinancial business sector (see Figure A1(b) in the appendix). We argue that the remaining
three quarters are unlikely to alter the results to a degree that they can turn a positive β̂micro

h

into a negative one when aggregated. To see why, let gKt and gSt be the growth rates of the
aggregate capital stock Kt and the aggregated capital stock owned by all firms in our sample,
defined as St =

∑
i∈S ki,t, respectively. For simplicity, we assume a constant α = St/Kt = 0.25.

gKt can be approximated by

gKt = αgSt + (1− α)g̃t, (10)

where g̃ is the growth rate of the aggregated capital stock of all firms that are not in our sample.
For gS to be 2% when gK is -1% – which are the approximate magnitudes of the medium-term
responses of capital shown in Figure 11(b) –, g̃ must be -2%. For realizations of gKt , gSt , and
(unobserved) g̃t that are consistent with these impulse response functions, a regression of g̃t on
gSt must therefore estimate a coefficient β̂g̃,gS = Cov(gSt , g̃t)/Var(gSt ) = −1.

Taking variances on both sides of Equation (10), we obtain

Var(gKt ) =α2Var(gSt ) + (1− α)2Var(g̃t) + 2α(1− α)Cov(gSt , g̃t). (11)

The variance in the quarterly growth rates of aggregate capital (Var(gKt )) on the left-hand side
is 3.83 over the relevant sample. When we compute St based on our sample, the variance of

20A crucial difference between their and our estimation, however, is that they define high-leverage firms in a
time-invariant way, whereas we exploit only within-firm variation in leverage to exclude the possibility that there
are permanent unobserved heterogeneities across firms’ response to monetary policy.
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its quarterly growth rate (Var(gSt )) is 6.26.21 These values are shown in the first two columns
of Table 2. Given the above restriction between Cov(gSt , g̃t) and −Var(gSt ), we can identify the
variance of g̃t that is consistent with these observables, shown in the third column. Specifically,
it is greater than 10, which is implausibly volatile. Crouzet and Mehrotra (2020) show that the
aggregated stock of small firms – which are presumably not the ones included in our micro data
– is not more sensitive to the business cycle than the stock of large firms.

Table 2: Variances of quarterly capital stock growth rates: Aggregate and aggregated

Aggregate
capital

Aggregated capital
from micro data Resulting comovement

Assumption: Var(gKt ) Var(gSt ) Var(g̃t) Cov(gSt , g̃t) β̂g̃,gS

Var(g̃t) needed for β̂g̃,gS

= −1 3.83 6.26 10.29 -6.26 -1.00
Realistic values 3.83 6.26 7.13 -1.53 -0.24

Notes: The first two columns show the variances in the growth rate of the aggregate capital stock Kt as well as
the aggregated stock of our sample firms St. To compute the latter, we compute chain-linked values to account
for the sample changes over time. The other three rows show the volatility of aggregated capital stock growth of
all firms from our sample and its covariance with observed variables as implied by Equations (10) and (11).

The second row assumes a more realistic variance of g̃t of approximately 7, given the data. This
value reflects the variance in quarterly growth rates of Kt − St, which we use to approximate
the volatility of the aggregated stock of capital of all firms not in our sample. Given this
assumption, Equation (11) implies that the comovement between g̃t and gSt is still negative
but substantially less so. A less negative comovement between the aggregated capital stocks
of sample and non-sample firms, however, means that the implied response of the non-sample
firms is not strong enough to overturn the response of the sample firms.

Overall, the firms not covered in our sample might behave differently than the firms we observe,
both unconditionally and conditional on monetary policy shocks. This has the potential to
reduce the aggregate implications of the estimated micro elasticity of investment to monetary
policy by leverage. However, given realistic values for the cyclicality of non-sample firms, they
will not be able to turn the positive micro estimates into negative values at the aggregate level.

6.3 Endogenous exit (Alternative hypothesis III)

Another form of sample selection could arise endogenously in response to the monetary policy
shock. In the micro data, we observe only the responses of firms that continue operating. This
feature is not an issue with the macro data, which accounts for the fact that capital by exiting
firms can be bought by other firms. Could this, however, be a source of bias that could account
for the difference between our micro- and macro-based elasticities? We argue that this is not
the case.

21We use nominal values to compute variances in both the aggregate and the aggregated capital stock based
on sample firms because it is the variable that is most directly comparable between micro and macro data. In
the micro data, we observe the end-of-quarter balance of capital whereas in the aggregate data, the financial
accounts for the US report the total of the end-of-quarter balance of capital in the nonfinancial business sector.
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In our firm-level local projections, we have modeled changes in a firm’s capital as a function
of monetary policy shocks, the firm’s preexisting leverage and their interaction, among other
elements (see Equation (2)), that is, ∆log ki = Xi

′βI when all covariates are collected in the
vector Xi. βI are the linear coefficients, and the superscript I indicates that they estimate only
the intensive margin of capital adjustment. The familiar OLS estimator for the relationship
between ∆log ki and Xi is

β̂I =
Cov(∆ log ki,Xi)

V ar(Xi,Xi)
. (12)

If we stipulate instead that the “true” latent data-generating process follows ∆log ki = Φ(Xi
′β∗ <

c)Xi
′β∗; i.e., it includes an extensive margin where we observe Xi

′β∗ with some probability and
zero otherwise (e.g. if the resulting change in capital is below the preexisting capital stock),
where Φ is the normal cumulative distribution. The respective estimator can be expressed as

β̂∗ =
1

Φ(Xi
′β∗ < c)

Cov(∆ log ki,Xi)

V ar(Xi,Xi)
. (13)

Given that Φ is bound between 0 and 1, it is possible that the estimator (12) underestimates
(in absolute values) the true effect β̂∗, but it is not possible for the two estimators to have a
different sign. Therefore, the endogenous exit of some firms cannot explain the fact that we
estimate β̂micro

h > 0 in the firm data but β̂macro
h < 0 in aggregate time series.

7 Conclusions

In this paper, we show that the real effects of monetary policy through the investment channel is
stronger when corporate leverage is high. We refer to this observation as the macro elasticity. It
stands in sharp contrast to firm-level results, where we find – in line with Ottonello and Winberry
(2020) – that leverage dampens the response of investment. The common interpretation of what
we refer to as the micro elasticity is that risky, high-leverage firms face higher costs of investment
due to additional risk premia, which increase disproportionately with leverage. Thus, high-
leverage firms operate on a steeper part of the marginal cost curve. When policymakers change
the policy rate, the shift in the marginal benefit curve is therefore muted for these firms.

We have explored several possibilities that might reconcile the difference in sign between micro
and macro elasticities. Our preferred explanation takes the above interpretation as given but
acknowledges general equilibrium effects. Through the relative price of capital, the distribution
of leverage among all firms affects the response of each individual firm. When most firms
are highly leveraged and – as implied by the micro elasticity – reduce demand for investment
relatively little in response to monetary policy, the decrease in the relative price of capital is
small. Because the capital price stays high, the average firm strongly reduces investment and
aggregate investment contracts.
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This state dependence of aggregate monetary policy effects is of first-order importance to pol-
icymakers. Aggregate leverage, which is modestly countercyclical, relatively slow-moving and
known practically in real-time, significantly amplifies the investment channel of interest rate
changes. Our results help to project the likely effects of their policy options on corporate
investment, the most volatile component of aggregate demand, more accurately.
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Appendices

A Data description and verification

A.1 Data sources for aggregate time series

Table A1: Main aggregate time series and data sources

Variable Definition Retrieved from Original
source Transform.

Dependent variables
Investment Real gross private domestic in-

vestment, chained 2012 dollars
FRED:
GPDIC1

BEA 100× log

Assets Nonfin. assets at historical
costs

FRED: TAB-
SNNCB

Fed. Res.
Board

100× log

Shock variables
Fed Funds rate Effective Federal Funds rate

(end of period)
FRED: FED-
FUNDS

Fed. Res.
Board

∆

ξmt High-frequency announcement
surprises

Jarociński and Karadi (2020)

Leverage
Liabilities NFB Total liabilities of nonfinancial

corporate businesses
FRED TLB-
SNNCB

Fed. Res.
Board

Assets NFB Total assets of nonfinancial
corporate businesses

FRED TAB-
SNNCB

Fed. Res.
Board

Leverage (L) Aggregate corporate leverage Own calculations 100 Liab. NFB
Ass. NFB

Control variables
GDP Real gross domestic product in

chained 2012 dollars
FRED: GDPC1 BEA ∆100× log

CPI Consumer price index, all
items in US city average

FRED: CPI-
AUCSL

BLS ∆100× log

Core CPI —, all items less food and en-
ergy in US city average

FRED: CPIL-
FESL

BLS ∆100× log

PPI Producer price index, all com-
modities

FRED: PPI-
ACO

BLS ∆100× log

Price defl. inv. Implicit price deflator of gross
domestic private investment

FRED
A006RD3Q086SBEA

BEA ∆100× log

Bond spread Corporate bond yields rel. to
risk-free asset of same maturity

Gilchrist and Zakrajs̆ek (2012)

Notes: Values of higher-than-quarterly frequency variables are averaged within the quarter, with the exception
of the federal funds rate, for which we use end-of-quarter values.
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Table A2: Auxiliary aggregate time series and data sources (part 1)

Variable Definition Retrieved from Original
source

Transfor-
mation

Alternative liability measures
Debt securi-
ties

Debt securities of nonfinancial
corporate businesses

FRED: NCBD-
BIQ027S

Fed. Res.
Board

Loans and
mortgages

Loans and mortgages of nonfinan-
cial corporate businesses

FRED: NCBLL Fed. Res.
Board

Debt Sum of Debt securities and Loans
and mortgages

Own calculation 100 Debt
Ass. NFB

C&I loans Commercial and industrial loans
of all commercial banks

FRED: BUSLOANS Fed. Res.
Board

—

Short-term Total short-term liabilities of non-
financial corporate businesses

FRED:
BOGZ1FL104150005Q

Fed. Res.
Board

—

Other variables related to investment and capital
As real components of non-residential investment are not available for the full time series, we cal-
culate them ourselves by dividing nominal variables by implicit price deflators:
Nominal in-
vestment

Nominal gross private domes-
tic investment at current prices:
Structures, Equipment, Intellec-
tual property products

FRED:
B009RC1Q027SBEA,
Y033RC1Q027SBEA,
Y001RC1Q027SBEA

BEA

Investment
price

Implicit price defl. of investment:
Structures, Equipment, Intellec-
tual property products

FRED:
A009RD3Q086SBEA,
Y033RD3Q086SBEA,
Y001RD3Q086SBEA

BEA 100× log

GDP defl. GDP implicit price deflator FRED: USAGDPDE-
FQISMEI

OECD

Rel. price o. Ratio between Price defl. inv. and Own calculation 100× log
investment GDP defl.
Rel. price o.
inv. goods

Relative price of investment goods FRED: PIRIC DiCecio
(2009)

100× log

Rel. price o.
equipment

Relative price of equipment FRED: PERIC DiCecio
(2009)

100× log

N-f. assets
at hist. cost

Non-financial assets at historical
cost, measure of real capital stock

FRED: TTAATASHC-
BSHNNCB

Fed. Res.
Board

100× log

Notes: Macro variables used throughout Section 2 and appendices in addition to Table A1. Quarterly averages
of higher-frequency variables.
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Table A3: Auxiliary aggregate time series and data sources (part 2)

Variable Definition Retrieved from Original
source

Transfor-
mation

Other variables
Long-term
government
bond yield

Market yield on US Treasury se-
curities at 10-year const. matur.

FRED: DGS10 Fed. Res.
Board

Excess bond
premium

Corporate bond spread not ex-
plained by default risk

Gilchrist and Zakrajs̆ek (2012)

Output gap Percent deviation of GDP from
real potential gross domestic
product in chained 2012 dollars

FRED: GDPPOT CBO

Mortgage
LTV ratio

Ratio of i.) real estate loans and
ii.) value of owner-occupied real
estate owned by households

FRED: RELACBW-
027SBOG, FRED:
HOOREVLMHMV

Fed. Res.
Board

Consumer
loans

Ratio of i.) consumer loans and
ii.) nominal GDP (= real GDP ×
GDP defl.)

FRED:
CLSACBW027SBOG

Fed. Res.
Board,
BEA

Liquidity
ratio

Ratio of liquid to total assets FRED:
BOGZ1FL104001005Q

Fed. Res.
Board

Profitability Profit per unit of real gross value
added

FRED:
A466RD3Q052SBEA

BEA

R&R shocks Romer and Romer (2004)-type
shocks extended until 2007

Wieland and Yang (2020)

Notes: Macro variables used throughout Section 2 and appendices in addition to Tables A1 and A2. Quarterly
averages of higher-frequency variables.
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A.2 Firm balance sheets

Figure A1: Sample size

(a) Number of firms in sample (b) US: Aggregated balance sheets

Notes: Left-hand side: Number of firms in the sample, which is described in Section 3.2. Right-hand side: For the
US, we sum all assets, fixed assets (=capital), liabilities, and debt (as a subcategory of liabilities), respectively,
of the firms in a sample for each quarter and compute the ratio between this aggregated sum and the aggregate
equivalent published in the US financial accounts (see Table A1). Reading example: At the end of the sample,
the ca. 1,800 US firms’ assets cover approximately 35% of all assets of nonfinancial businesses in the US and
approximately 50% of their liabilities. The reasons why the share of liabilities covered by our data is higher than
the share of assets are that larger firms are more highly leveraged (see Figure A5) and our firms are substantially
larger than the average US firm.
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Figure A2: Distribution of broad economic sectors by sample

(a) USxxxxxxxxxxxxxxxx (b) Euro area

Notes: Allocation of the sample firms into 9 broad economic sectors defined by the data provider (LSEG). The
sample excludes the real estate and utilities sectors, as in Ottonello and Winberry (2020). See Section 3.2 for
further details on the data.
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Figure A3: Distribution of NAICS industries by sample

(a) USxxxxxxxxxxxxxxxx (b) Euro area

(c) US, manufacturing firms onlyxxxxxxxxxxxxxxx (d) Euro area, manufacturing firms only

Notes: Allocation of the sample firms according to 2- and 3-digit NAICS codes. The data provider lists subsectors
to the sectors shown in Figure A2, which we manually match to the best-fitting NAICS sector. See Section 3.2
for further details on the data.
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Figure A4: Employment by industry

Notes: In our sample of ca. 2,800 firms, we observe employment only for slightly over 90% of firms. To assess
the coverage of our firm-level data, we compare the sum of full-time equivalents of all available firms in 2022 to
nonfarm payrolls by NAICS industries (for the US) and employment by NACE (for the euro area). The latter
have been translated into NAICS codes beforehand and some industries have been slightly aggregated further
from the 2-digit level. The grey diamonds denote the share of industry-level employment in total employment,
bars denote the sum of private-sector employment of firms in our sample relative to total employment in the
sector according to the national accounts. The firms in our sample represent a sizeable share of overall private-
sector employment. Generally, the coverage is higher in industries where there are fewer and larger firms (see,
e.g. mining/manufacturing), whereas it is below 20% in industries typically characterized by many small and/or
privately owned firms. Coverage in finance/insurance and real estate is 0 because these firms are excluded from
the sample. The coverage is an approximation, and several caveats apply: Along with missing values for 10% of
firms, all employment is fully assigned to the home country of a firm in the micro data, whereas it is based on
establishment location in the national accounts.
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Figure A5: Leverage by firm size

(a) US by assets (b) Euro area by assets

(c) US by employment (d) Euro area by employment

Notes: We compute the following measures at the firm level: i.) average leverage ℓ̄i over the time period the
firm is measured either by the ratio of liabilities to assets (our baseline measure, in blue) or debt to assets (in
red), ii.) the within-firm standard deviation of leverage, and iii.) corrected measures of average leverage. To
compute this correction, we first take the panel and regress leverage on a NAICS industry and a time fixed effect
for both regions separately. We add to the residual the average leverage of all firms. Additionally, iv.), we deflate
assets in the panel of balance sheets by the GDP deflator of the respective region, compute the firm mean of that
real asset measure and assign each firm to the respective quintile. We then regress measures i.) to iii.) on iv.)
and show the coefficients in the two top panels, along with 95% confidence intervals. The bottom panels show
equivalent estimates when regressed on employment quintiles, which we observe for 90% of firms.
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Table A4: Descriptive statistics

Variable Obs. Mean p10 p25 p50 p75 p90
United States
Sales (mn 2015 USD) 150,812 895.95 7.55 49.72 223.48 856.17 2,997.04
Real sales growth 147,214 3.07 -17.08 -5.32 1.78 9.82 24.82
Fix. ass. (mn 2015 USD) 150,887 1,978.56 11.21 60.52 322.75 1,545.20 6,442.75
Fixed asset growth (%) 148,644 1.90 -6.26 -2.56 -0.14 3.65 13.43
Liabilities/assets (%) 151,089 51.75 18.78 33.87 51.94 67.84 84.51
—, firm average 1,831 52.53 27.50 39.20 52.64 65.77 77.67
—, avg. 1993-2007 1,261 49.17 22.58 33.83 49.01 63.07 74.97
—, avg. 2008-19 1,826 53.55 26.85 39.48 53.57 67.37 80.31
—, standard dev. (pp) 1,831 16.38 6.33 8.96 13.25 21.16 34.21
Debt/assets (%) 139,718 22.09 0.00 3.99 20.10 35.04 50.81
—, firm average 1,669 23.45 3.26 10.77 21.95 33.97 48.96
—, standard dev. (pp) 1,669 12.32 4.56 7.34 10.67 15.80 24.95
Short-t. liab./assets (%) 151,067 22.58 8.05 12.72 19.80 29.44 41.40
EBIT (% of sales) 148,247 3.56 -19.77 2.02 7.95 14.94 24.31
Current ass. (% of total) 151,080 47.81 15.53 29.33 46.64 65.73 81,16
Employment (FTE) 1,690 12,906.30 225 910 3,555 12,850 37,000
Euro area
Sales (mn 2015 EUR) 62,024 752.61 11.67 35.44 134.02 603.44 2,485.62
Real sales growth (%) 61,071 2.22 -13.61 -2.55 -0.30 6.77 20.64
Fix. ass. (mn 2015 EUR) 62,546 1,803.28 11.87 48.99 234.04 1,307.78 5,719.23
Fixed asset growth (%) 60,831 1.48 -4.84 -1.31 -0.36 2.21 9.84
Liabilities/assets (%) 62,585 58.53 32.56 46.65 59.57 71.74 81.86
—, firm average 1,050 58.61 35.32 47.97 59.99 70.01 79.36
—, avg. 1993-2007 692 59.25 35.71 47.42 60.72 72.10 80.19
—, avg. 2008-19 1,048 58.48 34.44 47.61 59.29 70.66 79.84
—, standard dev. (pp) 1,050 9.72 4.04 5.34 7.81 11.68 17.60
Debt/assets (%) 57,054 23.33 1.83 10.55 22.30 34.09 45.43
—, firm average 950 23.82 6.71 13.08 22.58 32.83 43.36
—, standard dev. (pp) 947 8.88 3.64 5.35 7.75 11.04 15.40
Short-t. liab./assets (%) 62,440 32.10 14.57 21.67 30.79 42.24 54.33
EBIT (% of sales) 61,734 5.31 -4.47 2.51 6.74 12.33 20.02
Current ass. (% of total) 62,570 49.13 22.08 34.34 49.03 63.61 76.49
Employment (FTE) 961 12,541 255 773 2,568 10,444 36,506

Notes: Moments of leverage and other firm characteristics for firm-years as well as at the firm level. The first
four rows in each panel use the GDP deflator of the respective region to deflate nominal variables. Total assets
contain the sum of total net property, plant & equipment, net intangibles, long term investments, other total
long-term assets, other total assets, and total net utility plant for the fiscal period. Employment is available only
for ca. 90% of firms. To compute the means, the data were winsorized at the 5th and 95th percentiles.
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Figure A6: Leverage over time

(a) United States (b) Euro area

(c) United States (d) Euro area

Notes: Top panels: Percentiles of leverage (defined as total liabilities relative to total assets) across firms in the
sample, over time. Panel (a) compares the time series to the ratio of aggregate liabilities to aggregate assets in
the US financial accounts. Bottom panels: Share of firms with leverage above the within-firm mean, unweighted
and weighted by total assets.
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B Details on empirical analysis and further robustness tests

B.1 Further results on local projections with aggregate time series

Figure B1: Semielasticity of aggregate investment to monetary policy at different leverage levels

Notes: Semielasticity of investment to a 1pp change in the short-term interest rate based on local projections
(Equation (1), full impulse response shown in Figure 2), evaluated for different levels of leverage for h = 6. The
baseline model is estimated with an interaction term Lt−1∆Rt, where Lt−1 is standardized by the historical
mean (ca. 46%) and standard deviation (ca. 3pp). For ease of interpretability, the x-axis shows the leverage in
absolute values, along with vertical bars for the tails of historical values of leverage in the US. The 95% confidence
intervals are shown as dashed lines based on HAC standard errors.
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Figure B2: Randomness of monetary policy shocks

(a) ∆Rt (b) ξmt

Notes: Scatter plots of the quarterly changes in the federal funds rate (a) and the Jarociński and Karadi (2020)
monetary policy surprises (b), respectively, with aggregate leverage Lt−1, along with a fitted linear regression
linear and 95% confidence intervals. The p-values on the linear slope coefficients are 0.69 and 0.52, respectively,
showing that (surprise) changes in monetary policy do not seem to be systematically related to the ex-ante state
of leverage in the economy.
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Figure B3: State dependence of corporate leverage: Other dependent variables

(a) (b)

(c) (d)

(e) (f)

Notes: Estimation results of local projections, see Equation (1), on US time series data with different dependent
variables. The coefficients β̂macro

h for the interaction of a standardized measure of corporate leverage with the
(contractionary) monetary policy shock are shown. The definitions and sources of the data are presented in
Tables A2 and A3. The 95% confidence intervals based on HAC standard errors are shown as dashed lines.
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B.2 Interacted VAR

In Section 2, we use nonlinear local projections to estimate the differential effect of monetary
policy on investment for different levels of leverage. In the robustness checks, we show results
supporting our findings using state-dependent IRFs from an Interacted VAR (IVAR; see the
bottom right panel of Figure 4). An Interacted VAR provides a parsimonious way to implement
nonlinearities within a VAR setting, see, e.g. Caggiano et al. (2017) and Pellegrino et al. (2021)
for applications on state-dependent effects of uncertainty shocks.

Concept. The IVAR is a linear VAR augmented with an interaction term. The presence of this
interaction term allows the effect of one variable on another to depend on the level of a third
variable.

Yt = c+

p∑
j=1

AjYt−j +

 p∑
j=1

bj (Y4,t−j × Y5,t−j)

+ et (B1)

Yt is a vector of endogenous variables. In our case, these variables are chosen to replicate a
nonlinear version of the Gertler and Karadi (2015) model augmented by leverage and investment.
They include the following: GDP, the GDP deflator, investment (all in log levels), standardized
leverage Lt (see 2.2), the federal funds rate, and quarterly averages of the excess bond premium
by Gilchrist and Zakrajs̆ek (2012). c is a vector of constant terms, Aj are matrices of dynamic
coefficients that relate the 6 endogenous variables to one another, et is the vector of error terms
with a variance-covariance matrix of Ω. The number of lags p is set to 4. In the IVAR, we
additionally regress Yt on the lags of an interaction of two variables that are themselves part
of Y, in our case, leverage (in the 4th position and therefore denoted Y4) and the federal funds
rate (Y5).

Where does the nonlinearity in this model come from? If there is a shock to the federal funds
rate e5,t, this shock has the same direct effect on Y5,t as it would have in a linear VAR (though
parameters might differ), regardless of the value of Y4,t. In the subsequent period, however, the
value of investment Y3,t+1 will depend not only linearly on values of Yt, but also on higher-order
terms, meaning that it will load on the shocked federal funds rate interacted with, in our case,
lagged leverage. While the IVAR is nonlinear in variables, it is linear in parameters.

GIRFs. To compute the endogenous, potentially state-dependent dynamic response to a mon-
etary policy shock, we compute generalized impulse response functions (GIRFs) for high- and
low-leverage periods following Koop et al. (1996). Generalized impulse response functions are
computed as the difference between a simulated path of an endogenous variable with and with-
out the shock (ξmt ):

GIRFY,t(h, ξ
m
t , I t−1) = E[Yt+h | ξmt , I t−1]− E[Yt+h | I t−1] (B2)

I t−1 is the initial condition defined as {Yt−1, ...,Yt−p}. That is, for a specific initial condition,
we simulate a path of the endogenous variables with a monetary policy shock and subtract from
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that the path absent of any shocks, i.e., the non-stochastic component of the IVAR model in
Equation (B1). In practice, we consider as the set of relevant initial conditions all quarters in
the historical data sample from 1973q1 to 2019q4 and simulate a GIRF specific to each initial
condition. We then split all initial conditions into two subsamples at the median level of leverage
and average over initial conditions such that we obtain an average GIRF for a state in which
corporate leverage is elevated and one in which corporate leverage is comparatively low (IH

t−1

and IL
t−1). Figure 4 then shows the state dependence of investment as the difference between

the two GIRFs:

E[GIRFY,t(h, ξ
m
t , I t−1 ∈ IH

t−1)]− E[GIRFY,t(h, ξ
m
t , I t−1 ∈ IL

t−1)] (B3)

The algorithm to calculate state-dependent GIRFs and bootstrapped confidence intervals is
listed at the end of the section.

Advantages. An advantage of the IVAR is that it relies only on observable parameters and can
be estimated with OLS over the full sample. The number of parameters stays relatively limited
compared to, for example, smooth-transition VARs, as there is only one additional vector of
estimates b with p elements and only one variance-covariance matrix of the error terms. Another
advantage relevant in our case is that for the purpose of identification, the observations used for
identification can be decoupled from the estimation sample, allowing us to use the full range of
the available time series (1973q1 to 2019q4). We describe how we identify the structural shocks
from the reduced-form residuals further below.

Disadvantages. We see the drawbacks of the IVAR as relatively limited. First, one constraint
is that to allow for nonlinear effects, the “shocked” variable Y5 and the “state” variable Y4 both
need to be elements of Yt. This limits the inclusion of other potential interaction terms, as
the system of equations would quickly become too high-dimensional. Second, as we estimate
only one variance-covariance matrix, the effect of a shock to e5,t on Yt will be independent of
Y4,t−j . Thus, we are not able to uncover potential state dependence in the impact response. In
the present case, this inability should not be a major concern, as all our results based on local
projections in Section 2.3 indicate that the state dependence unfolds in the medium-run, which
the IVAR should be able to capture well.

Identification. The estimated residuals êt will be correlated across variables. Therefore, the
residuals of the federal funds rate equation ê5,t cannot be interpreted as structural monetary
policy shocks. We implement two identification strategies to retrieve the structural shocks,
which we denote εt. The first is a traditional Cholesky decomposition, which has been im-
plemented in the context of an Interacted VAR before. We assume the following relationship:
et = Sεt, where S is a lower-diagonal matrix obtained through a Cholesky decomposition on
Ω̂ = SS′. The ordering of variables is as described above, with the federal funds rate ordered
last just before the excess bond premium. This ordering restricts the response of most variables
after a monetary policy shock to be zero on impact (regardless of the initial condition).
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We corroborate our findings with a version of the Interacted VAR where shocks to monetary
policy are identified with the help of an external instrument. We start from the relationship
et = sεt, where s is now a vector instead of a matrix because only one shock is identified. The
instrumental variable should be correlated to the true underlying monetary policy shock ξmt but
orthogonal to all underlying shocks. We use the Jarociński and Karadi (2020) high-frequency
announcement surprises to identify this shock. As they measure market surprises during very
narrow windows around FOMC announcements, they are unlikely to be correlated with other
shocks to the economy. As in Gertler and Karadi (2015), we regress the reduced-form residuals
associated with the federal funds rate ê5,t on the surprises ξmt and regress the fitted value of
that regression on the reduced-form residuals of the remaining variables ê−5,t. The resulting
coefficients identify the non-monetary policy shock elements of s to a unit ξmt shock.

Full algorithm. Outline of the estimation algorithm including the bootstrapping procedure (see
also the Online Appendix to Pellegrino et al. (2021)):

1. Pick an initial condition I t−1 = {Yt−1, ...,Yt−p}, i.e., the historical values of the lagged
endogenous variables at a particular date t. Notice that this set includes the values for
the interaction terms;

2. Randomly (with repetition) sample a sequence of H residuals from the empirical distri-
bution d(0,Ω̂), where Ω̂ is the estimated variance-covariance matrix of residuals. These
residuals are referred to as ẽt+h;

3. Conditional on I t−1 and on the estimated model (B1), obtain the path Ỹt+h for h =

0, 1, ..., H by simulating the model with the reduced-form residuals ẽt+h forward;

4. Conditional on I t−1 and on the estimated model (B1), obtain the path Ỹξm

t+h for h =

0, 1, ..., H by simulating the model forward, imposing a structural shock on ẽt+h in t = 0.
The exact implementation differs across identification strategies:

(a) Cholesky decomposition: Recover the structural shock associated with ẽt+h by ε̃t =
S−1ẽt, where S is the lower-diagonal matrix obtained from the Cholesky decompo-
sition (see “Identification above”). Add a unit quantity to the scalar element that
refers to the monetary policy rate: ε̃ξ

m

5,t = ε̃5,t + 1 . Compute the reduced-form
residuals consistent with this added shock ẽξ

m

t = Sε̃ξ
m

t and proceed as in Step 3;
(b) External instrument: Recover the matrix s from the reduced-form residuals (see

“Identification” above), compute ẽξ
m

t = ẽt + s and proceed as in Step 3;

5. Compute the difference between the two paths;Ỹξm

t+h − Ỹt+h;

6. Repeat Steps 2-5 for 1,000 draws from d(0,Ω̂), and compute the average across draws.
Notice that, in this computation, the starting month t−1 does not change. In this way, we
obtain a consistent point estimate of the GIRF for each given starting month in our sample,
i.e., GIRFY,t(h, ξ

m
t , I t−1). If a given initial condition leads to an explosive response, it

would be discarded. However, there are no explosive GIRFs in our applications;
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7. Repeat Steps 2-6 for each initial condition, i.e., for each period in the historical sample;

8. Split the sample of initial conditions into subsamples. In our applications, we consider
as equally-sized subsamples the initial conditions with leverage (see Section 2.2 for the
definition) above and below the historical median. We refer to them as IH

t−1 and IL
t−1. We

then average the obtained GIRFs across initial conditions within the subgroup: GIRFH
Y =

E[GIRFY,t(h, ξ
m
t , I t−1 ∈ IH

t−1)], and equivalently for GIRFL
Y; to obtain the degree of

state dependence of monetary policy between the high- and low-leverage monetary policy
regime, subtract GIRFH

Y −GIRFL
Y;

9. Obtain confidence intervals via bootstrapping with 1,000 draws. The bootstrapping algo-
rithm differs across identification strategies:

(a) Cholesky decomposition: Randomly (with repetition) sample a sequence of T resid-
uals from the empirical distribution d(0,Ω̂).

(b) External instrument: When identifying structural shocks with external instruments,
the ordering of the time period needs to be preserved. Therefore, we implement a
Wild bootstrap (Wu, 1986) with a Rademacher distribution that flips the sign of a
randomly selected subset comprising 50% of residuals.

Simulate a dataset using model (B1) and the sampled residuals, constructing the inter-
action of endogenous variables in the process. Repeat Steps 1-8 for each draw. Replace
draws generating explosive data series or GIRFs.

B.3 Aggregate local projections with Romer & Romer shocks

In our main specification, we used Jarociński and Karadi (2020)’s high-frequency monetary
policy surprises, which are adjusted for information effects of monetary policy. Here, we show
that the main result does not depend on the choice of these shocks.

We use Romer and Romer (2004) shocks as ξmt , the instrument affecting the federal funds rate
instead. These surprises are the residuals of a regression of the federal funds rate on Greenbook
(now Tealbook) forecasts. They proxy changes in the federal funds rate that are orthogonal
to and surprising given the Federal Reserve Board Governors’ macroeconomic projections. We
use the shocks from 1973q1 extended to 2007q4 by Wieland and Yang (2020). This has the
appealing side effect that we can extend the data sample significantly backwards relative to our
baseline sample, which covers the period 1990q1-2019q4. The left-hand panel of Figure B4 shows
that β̂macro

t is statistically significantly negative, as in our main estimation. Quantitatively, the
estimate is smaller (approximately -3%), but the trough of the linear coefficient α̂t (not shown) is
approximately -4%, making monetary policy almost twice as powerful when corporate leverage
is elevated by one standard deviation.

Instead of using these shocks to identify β̂macro
t in Equation (1), we can estimate a reduced-form
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specification:

It+h − It−1 = ch + αh ξ
m
t + βmacro

h Lt−1 ξ
m
t + Γ′

hZt−1 + et, (B4)

The resulting β̂macro
t is shown with the red lines in Figure B4. Our reduced-form estimates are

in line with the finding that the effects of monetary policy on investment are twice as large
when corporate leverage is one standard deviation above its historical mean.

Figure B4: Macro elasticity with Romer & Romer shocks

Notes: Estimation results of local projections, see Equation (1) and (B4), on US time series data for investment,
with Romer and Romer (2004) shocks from 1973q1 to 2007q4 acting as ξmt . The coefficients β̂macro

h for the
interaction of a standardized measure of corporate leverage with the (contractionary) monetary policy shock are
shown. The 95% confidence intervals based on HAC standard errors are shown as dashed lines.

B.4 Evidence from euro area time series

We estimate Equation (1) for euro area time series as well. The data sources are listed in Table
B1. The estimated medium-run coefficients – presented in Figure B5(b) – have the same sign
as the US time series but are not statistically significant.

There are several reasons why we would expect results for the euro area to be weaker statistically
than those for the US. First and foremost, the time series are shorter and provide only two full
tightening cycles; moreover, the temporary interest rate increases in 2011. A shorter time span
also means that for a larger share of the time, the policy rate is constrained by the lower bound.
Aggregate leverage is also somewhat less volatile than in the US. It varies between 67 and 77%
(see Figure B5(a)), whereas the equivalent measure for the US varies by more than 10pp. It
is also possible that we measured the aggregate state of leverage somewhat less precisely in
the euro area, as the two components in the numerator – financial and nonfinancial assets of
corporations – derive from related but somewhat different statistics. Another reason could be
that Ireland is responsible for an outsized share of the short-term fluctuations in investment
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Figure B5: Results for the euro area

(a) Median corporate leverage over time (b) Differential IRF (β̂macro
h )

Notes: Equivalent of Figure 2 (local projections on US time series) estimated for the euro area (starting in 1999).
The 95% confidence intervals are shown as dashed lines based on HAC standard errors. The data sources are
listed in Table B1.

for reasons that are unrelated to monetary policy or leverage. Noise in the dependent variable
leads to efficiency losses in the estimation. Finally, an institutional reason could be responsible
for the weaker euro area result. Capital markets in the euro area are not fully integrated,
and the area-wide measure of corporate leverage therefore reflects national funding conditions
imperfectly. Unfortunately, there exists only an area-wide measure of aggregate nonfinancial
assets, preventing us from conducting the analysis at a more disaggregate level.

Auer et al. (2021) estimate similar local projections for a panel of euro area sectors and find
that output (industrial production, not investment) responds more strongly to ECB monetary
policy shocks if leverage in the sector is high. Holm-Hadulla and Thürwächter (2023) look at the
interaction of monetary policy and corporate leverage shocks (rather than the level of leverage).
While the data and estimation methods in these two papers are somewhat different, the results
are not inconsistent with each other.
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Table B1: Aggregate time series for euro area

Variable Definition Retrieved from Original
source Transform.

Dependent variables
Investment Gross capital formation in

2015 chained euros
LSEG:
EKESNGCPD

Eurostat 100× log

Shock variables
Euribor 3m Euribor 3-month interest

rate
LSEG: EIBOR3M EBF ∆

ξmt High-frequency announce-
ment surprises

Jarociński and Karadi (2020)

Leverage
Financial liabil-
ities

Financial liabilities of
nonfinancial corporations

ECB DW: QSA.Q.-
N.I8.W0.S11.S1.N.L.-
LE.F._Z._Z.XDC._T.-
S.V.N._T

ECB, Eurostat

Financial assets Financial assets of nonfi-
nancial corporations

ECB DW: QSA.Q.-
N.I8.W0.S11.S1.N.A.-
LE.F._Z._Z.XDC._T.-
S.V.N._T

ECB, Eurostat

Non-financial
assets

Non-financial assets of
nonfinancial corporations

ECB DW: QSA.Q.-
N.I8.W0.S11.S1._Z.D.-
LE.N11G._Z._Z.XDC._Z.-
S.V.N._T

ECB, Eurostat

Leverage (L) Aggregate corp. leverage Own calculations: 100 Fin. liab.
Fin. ass. + Non-fin. ass.

Control variables
GDP Real gross domestic prod-

uct in chained 2015 euros
LSEG: EKGDP...D Eurostat ∆100× log

CPI Consumer price index, all
items

LSEG: EMEBCPA-
LE

ECB ∆100× log

Investment
price

Implicit price defl. of
investment, calculated as
ratio of nominal and real
investment

LSEG: EKGFCF..B Eurostat ∆100× log

Core CPI —, all items less food and
energy

LSEG: EMEBCPX-
FE

ECB ∆100× log

Bond spread Corporate bond yields rel-
ative to Bund

Gilchrist and Mojon (2018)

Notes: Values of higher-than-quarterly frequency variables are averaged within the quarter, with the exception
of the 3-months Euribor rate, where we use end-of-quarter values.
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B.5 Further results and robustness for the micro elasticity

This section presents and discusses robustness tests for the evidence presented in Section 3, i.e.,
that the semielasticity of investment to contractionary monetary policy shocks is increasing in
leverage. For the sake of presentation, we display only estimates for h = 6 in tables, but the
full impulse responses are included in the robustness section (Section 4.2). Table B2, Column
(1) contains the main result for reference. It shows that capital for firms with a one standard
deviation higher leverage is 8pp higher 6 quarters after a contractionary monetary policy shock
than when leverage is equal to the firm’s long-run mean.

Average effect: Comparing the size of these estimates to the mean is challenging because our
main regression equation (2) contains sector-time and country-time fixed effects that absorb
all variation that is common in time, including capital depreciation and capital price changes
(valuation effects). These fixed effects are crucial for the identification of our interaction effect,
but they also absorb the monetary policy shock itself, rendering the estimation of an average
response to monetary policy impossible. To nevertheless provide an estimate of the average
response, we estimate another version of our local projections in Column (2):

log ki,t+h − log ki,t−1 = αmicro
h ξmct + βmicro

h

(
ℓi,t−1−ℓ̄i

σℓ,i

)
ξmct + Γ′

hZi,t−1 +∆′
hYc,t−1 + ζih + ηsth + eith

(B5)

Compared to equation (2), we include the average response αmicro
h and in return, replace the

country-time fixed effect θct with macroeconomic time series information in Yc,t−1. The vector
includes four lags of the GDP and aggregate investment growth rates, the unemployment rate,
changes in policy rates as well as inflation in terms of the CPI and GDP deflators of the respective
region c. The exclusion of country-time fixed effects allows us to still include the crucial sector-
time fixed effects while estimating an average response αmicro

h because there is cross-country
variation in monetary policy shocks. In other words, the average response is identified from
the fact that Jarociński and Karadi (2020) monetary policy shocks differ between the US and
the euro area. Column (2) of Table B2 shows that the average response of capital to a 1pp
exogenous increase in the monetary policy rate is estimated to be -5%, although the effects
are not statistically significantly different from zero. Meanwhile, the estimate of the interaction
coefficient remains statistically significantly positive. The point estimate is well within the range
found in the literature. For example, Ottonello and Winberry (2020) find an average capital
response to an exogenous 1pp increase in the monetary policy rate of -3%, Cloyne et al. (2020)’s
estimates of the investment rate imply a capital response with a similar size to ours,22 whereas
Lakdawala and Moreland (forthcoming) report that a one-standard deviation monetary policy
shock (of 9bps) leads to an average decrease in large firms’ capital stock by approximately 1.2%

22They report the average response of the investment rate to a 25bp increase in the interest rate. Based on a
quarterly depreciation (and therefore, in steady state, reinvestment) rate of 3%, we compute the implied path of
the capital stock. After 6 quarters, the capital stock has decreased by approximately 1%, implying a response of
-4% to a 1pp rate hike.
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Table B2: Differential response of capital to monetary policy for h = 6

(1) (2) (3) (4) (5) (6)

Baseline incl.
mean

United
States

Euro
area

Time/smpl.
weights OW20

ξmct × ℓ̃i,t−1 8.37∗∗∗ 7.03∗∗ 11.80∗∗∗ 10.55∗∗ 6.49∗∗∗ 9.67∗∗
(2.88) (2.87) (3.26) (5.05) (2.65) (3.69)

ξmct -5.61
(5.22)

Baseline controls yes yes∗ yes yes yes yes
Firm + sector-time FE yes yes yes yes yes yes
Country-time FE yes no no yes yes no
Observations 150,779 147,660 109,574 41,205 150,779 53,983
R2 0.29 0.29 0.29 0.34 0.30 0.36
Firms 2,714 2,705 1,735 979 2,714 1,249
Median σℓ,i 10.15 10.15 12.22 7.11 10.15 11.94

Notes: Estimation results of panel local projections, see Equation (2) for h = 6. ξmct are the monetary policy
surprises for the US and euro area, respectively; ℓ̃i,t−1 is the standardized measure of leverage (lagged liabilities
to assets). Standard errors are clustered by firm and quarter. The last row reports the median standard deviation
of leverage among all firms included in the respective regression. Column (2) estimates Equation (B5) to estimate
the mean response of capital to monetary policy. Column (5) applies regression weights, overweighting firms in
the euro area and earlier in the sample such that all region-quarters have the same weight in the estimation of
the coefficient. Column (6) uses the same principle as Ottonello and Winberry (2020) to subset the data; i.e., it
uses US firms prior to the global financial crisis period only, although our sample becomes smaller than theirs
because of stricter firm selection. Significance levels: ∗p < 0.10, ∗∗p < 0.05, and ∗∗∗p < 0.01.

in the medium run, which is substantially larger than our estimate when scaled to a 1pp rate
hike.

Subsamples by region and time: Columns (3) and (4) of Table B2 show subsets of results for
the US and the euro area, the complete IRFs for which are already presented in Section 4.2.
Our data sample is by construction growing over time, as depicted in Figure A1. Therefore,
our regressions are based on a panel that has more observations in later periods than in earlier
periods. To show that this distribution does not meaningfully impact the results, we assign
regression weights that are equal to half the inverse of the number of firms observed by period
and region. In other words, each quarter and region receive equal weight in the estimation of
βmicro
h . Column (5) of Table B2 shows that the interaction estimate decreases somewhat, but

it remains statistically significantly positive. Finally, Column (6) drops all euro area firms and
all data after 2008, including for the computation of means and standard deviations of leverage
and therefore aligns most closely with the time sample used in OW20.

Definitions and transformation of leverage: In Table B3 we show that the positive interaction
coefficient does not depend on the definition of leverage. First, we replace the definition of ℓit to
be the ratio of debt to assets, as in OW20. Debt obligations are a subset of liabilities accounting
for approximately half of all liabilities for the average firm (see Section 2.2 for a discussion).
The resulting ℓ̃i,t has a correlation with our baseline measure of only 0.7. In Column (2), we
use only short-term liabilities to calculate leverage. In the US, short-term leverage is slightly
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Table B3: Micro elasticity estimated with different leverage measures

(1) (2) (3) (4) (5)
Debt/
assets

Short-term
liab./ass.

Liabilities/
earnings

Liabilities/
assets

Debt/
assets

ξmct × ℓ̃i,t−1 6.45∗∗∗ 5.91∗∗ 13.13∗∗∗
(2.43) (2.61) (4.14)

ξmct × (ℓi,t−1 − ℓ̄i)/σ̄ℓ 4.94∗∗ 2.48∗
(2.07) (1.29)

Baseline controls yes yes yes yes yes
Firm, sectr-time, ctry-time FE yes yes yes yes yes
Observations 138,998 150,703 142,976 150,779 139,948
R2 0.29 0.29 0.30 0.29 0.29
Firms 2,448 2,713 2,581 2,714 2,471
Median σℓ,i 8.89 10.16 56.97

Notes: Estimation results of panel local projections, see Equation (2) for h = 6. ξmct are the monetary policy
surprises for the US and euro area, respectively; ℓ̃i,t−1 is the standardized measure of leverage, which we vary for
different columns. Standard errors are clustered by firm and quarter. The last row reports the median standard
deviation of leverage among all firms included in the respective regression. Significance levels: ∗p < 0.10,
∗∗p < 0.05, and ∗∗∗p < 0.01.

less than half of our baseline leverage measure, whereas in the euro area, it is slightly more
than half (see Table A4). The correlation between leverage and short-term leverage is 0.45. As
before, the measure is standardized using the firm-level averages and standard deviations. In
Column (3), we define the leverage as the ratio of total liabilities to a four-quarter moving sum
of earnings to account for the fact that lending constraints might be based on earnings or cash
flow rather than assets. The correlation with the standard leverage measure is 0.50. For all
three alternative definitions of leverage, βmicro

h is estimated to be positive.

We prefer to standardize the interaction variable using the firm-specific standard deviation;
i.e., ℓ̃i,t = ℓit−ℓ̄i

σℓ,i
, which has the advantage of downscaling the variation in firms with highly

volatile leverage, likely due to measurement error. However, our result does not depend on
this standardization. In Columns (4) and (5) of Table B3, we instead include a version that
is only demeaned (ℓit − ℓ̄i), after winsorizing at the 1st and 99th percentiles across the panel.
To compare magnitudes, we divide this deviation by the standard deviation of ℓ over the full
sample. In this version, we still only exploit within-firm variation in leverage. As argued by
Ottonello and Winberry (2020), this approach is important to avoid the results being driven by
permanent firm-level heterogeneity in the responsiveness to (monetary policy) shocks. Indeed,
when we include the untransformed definition of leverage, the interaction coefficient becomes
statistically insignificant (not shown) but remains positive.

NAICS fixed effects: Firms are allocated to 7 broad economic sectors by LSEG (e.g. consumer
(non-)cyclicals, basic materials or industrials) and 106 finer subcategories (e.g. drug retailers,
food retail and distribution, discount stores; construction and engineering, construction ma-
terial). The categorization of the broad sectors is based on the type of goods and services
offered by the firm and the cyclicality of their demand, i.e., relevant metrics for equity analysts.
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However, they could be too broad. For example, “industrials” contains industries as diverse
as airlines, business support services, or vehicle manufacturing. At the same time, finer cate-
gorization (e.g. construction and engineering; homebuilding) often contains few firms in each
sector. As a middle way and to better reflect the categorization in the national accounts, we
manually review the 106 LSEG subsectors and allocate them to a 2017-NAICS industry. For
most sectors, we match the closest possible 2-digit NAICS industry (e.g. 23 construction firms,
48 transportation firms), but for manufacturing and retail, we opt for a finer 3-digit classifi-
cation (e.g. 311 food manufacturing, 312 beverage and tobacco product manufacturing; 441
motor vehicle and parts dealers, 442 furniture and home furnishing stores, etc.). We end up
with 37 industries, of which the mean (median) contains 73 (57) firms. However, the estimated
interaction coefficient – shown in Column (1) of Table B4 – hardly changes if we apply these
37, instead of 7, sector-time fixed effects. The R2 of the regression increases from 0.29 to 0.31
only, indicating that the broad economic sectors are a good enough approximation to absorb
the cyclical dynamics of industries.

2SLS: Following OW20, we implement almost all estimations as reduced-form regressions, es-
timating the effect of ξmct on firm-level outcome variables directly. In our macro analysis, we
instead opt for a 2SLS estimation. For completeness and comparison, we implement the equiv-
alent 2SLS estimator for the firm-level regression and instrument ∆Rct× ℓ̃i,t−1 with ξmct × ℓ̃i,t−1.
The estimated coefficient, shown in Column (2), is somewhat smaller but still statistically sig-
nificantly positive.

Spurious interaction effects: Balli and Sørensen (2013) discuss that regressions with interaction
variables and grouped fixed effects often lead to spurious correlation. Their proposed solution is
to demean the interaction variable(s) by any fixed effects included in the model. Therefore, be-
sides subtracting the firm mean from the leverage measure as we do in the baseline specification,
we additionally subtract the country-quarter and sector-quarter means before standardization.
Of course, we cannot subtract these means from the monetary policy shocks because they are
common in time. The results are robust, as shown in Column (3) of Table B4.

Pre/post global financial crisis: Lakdawala and Moreland (2021) find that while the interaction
coefficient of monetary policy shocks and lagged firm-level leverage is positive for the period
before the global financial crisis, the heterogeneity might be reversed in the following period. In
Column (4) of Table B4 we add an additional interaction term δhξ

m
ct ℓ̃i,t−1D

post, where Dpost is
a dummy equal to zero from 1992q3 to 2008q2 and 1 from 2009q3 onward and missing during
the Great Recession. While the estimate of βmacro

h for the pre-crisis period remains almost
unchanged and statistically significantly different from zero, the additional effect for the period
after the global financial crisis seems to be, if anything, positive, although the standard errors
are large and not statistically significant.

Asset redeployability: We include as another cross-covariate term the sector-level measure of
redeployability of assets proposed by Kim and Kung (2017), which provides insights into both
the versatility and the depth of a second-hand market for an asset. Kim and Kung (2017) find
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Table B4: Robustness of firm-level results to specification

(1) (2) (3) (4) (5)
NAICS

fixed effects 2SLS Triple
demean

Pre/post
GFC

Asset re-
deployability

ξmct × ℓ̃i,t−1 8.09∗∗∗ 5.84∗∗ 6.86∗∗ 7.49∗∗ 8.06∗∗∗
(2.82) (2.72) (2.74) (3.09) (2.90)

ξmct × ℓ̃i,t−1 ×Dpost 5.83
(8.78)

ξmct × θs -2.71
(3.92)

ξmct × ℓ̃i,t−1 × θs -2.39
(2.05)

Baseline controls yes yes yes yes yes
Firm, sectr-time, ctry-time FE yes yes yes yes yes
Observations 150,621 150,779 150,779 143,398 150,779
R2 0.31 0.14 0.29 0.30 0.29
Firms 2,714 2,714 2,714 2,713 2,714
Sectors 37 7 7 7 7
Median σℓ,i 10.15 10.15 10.15 10.15 10.15

Notes: Estimation results of panel local projections, see Equation (2) for h = 6. ξmct are the monetary policy
surprises for the US and euro area, respectively; ℓ̃i,t−1 is the standardized measure of leverage (liabilities relative
to assets). Standard errors are clustered by firm and quarter. The last row reports the median standard deviation
of leverage among all firms included in the respective regression. Column (4) uses a dummy variable for the post-
global financial period. Column (5) adds interaction terms with the asset redeployability score provided by Kim
and Kung (2017), standardized across all industries. Significance levels: ∗p < 0.10, ∗∗p < 0.05, and ∗∗∗p < 0.01.

that firms using highly specialized assets as capital inputs into production – i.e., those with
low redeployability – are more responsive to uncertainty shocks than those with high redeploy-
ability. Using specialized assets means that future capital adjustment is more costly, and thus
an increase in uncertainty has a larger effect on these firms’ expected investment return. Lak-
dawala and Moreland (forthcoming) find that firms facing higher ex-ante uncertainty respond
less to monetary policy, especially when they have a capital stock with low redeployability. In
our estimation, the differential effect of leverage is robust to controlling for a triple interaction
of the redeployability ratio θs, the monetary policy shock and firms’ lagged leverage, whose
estimands are shown in Column (5) of Table B4. Even though the triple interaction term is
not statistically significant, the point estimate is negative, which shows that the difference be-
tween high- and low-leverage firms is muted in sectors with high redeployability and particularly
pronounced in sectors with specialized assets.

Confounding factors related to firm dynamics: We show that the result that low-leverage firms
are more responsive to monetary policy is not driven by differences in firm age or other firm
characteristics related to firm dynamics, particularly the availability of liquid assets. Cloyne et
al. (2023) show that young firms not paying dividends adjust capital expenditure and borrowing
more in response to changes in the interest rate. In principle, if young firms have lower leverage,
this might confound our results. Notice, however, that Cloyne et al. (2023) find no significant
pattern regarding age over the firm life cycle in the Compustat data. Ottonello and Winberry
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Table B5: Firm-level results controlling for other firm dynamics (for h = 6)

(1) (2) (3) (4) (5)

Add liquidity Add age Age
within

Young
dummy

Dynamic
dummy

ξmct × ℓ̃i,t−1 8.40∗∗∗ 8.41∗∗∗ 8.40∗∗∗ 8.31∗∗∗ 8.19∗∗∗
(2.90) (2.90) (2.90) (2.86) (2.74)

ξmct × ci,t−1 0.08 0.08 0.08 0.09 0.09
(0.18) (0.18) (0.18) (0.18) (0.19)

ξmct × ai,t−1 -0.43
(0.85)

ξmct × (ai,t−1 − āi) -0.36
(1.51)

ξmct × 1[ai,t−1 < 5] -8.50
(10.37)

ξmct × 1[Dynamic firm]i,t−1 -8.58
(13.05)

Baseline controls yes yes yes yes yes
Firm, sectr-time, ctry-time FE yes yes yes yes yes
Observations 150,779 150,779 150,779 150,779 150,779
R2 0.29 0.29 0.29 0.29 0.29
Firms 2,714 2,714 2,714 2,714 2,714

Notes: Estimation results of panel local projections, see Equation (2) for h = 6, with different additional interac-
tions of the monetary policy shock with measures of firm age a. We do not observe actual firm age and instead
include the firm’s tenure in the sample, which is a linear function of actual firm age. The “dynamic firm” dummy
used in Column (5) is equal to one if two conditions are satisfied: First, current deflated assets are below the
firm’s overall sample mean, and second, the 4-quarter moving average growth rate of real assets is above the
firm’s sample mean. The overlap with the “young firm” dummy (firms that have been listed in the data for fewer
than five years) is approximately 68%. Significance levels: ∗p < 0.10, ∗∗p < 0.05, and ∗∗∗p < 0.01.

(2020), on the other hand, calibrate their heterogeneous firm New Keynesian model to moments
of the Compustat firm sample. In their model, firms are born with low leverage, quickly take
on high leverage to grow and then deleverage as they mature. In such a case – where older
firms have lower leverage – our interaction coefficients would be biased down, and therefore, the
difference between micro and macro elasticities would increase.

We conduct several alterations to our baseline estimation by including the ratio of liquid to
total assets – following Jeenas (2024) – as well as age, or functions thereof, interacted with
the monetary policy shock. We present the results in Table B5. Importantly, however, we do
not observe firm age in our data, which covers only listed firms. Instead, we know in which
quarter the firm became listed, in case it occurred after the beginning of the sample in 1992.
The difference between the quarter of observation and the quarter of first observation is a linear
function of the firm’s true age. Interactions of monetary policy shocks with this (imperfect)
firm age measure are generally not statistically significant, but the coefficients for leverage
interactions remain both quantitatively and statistically significant. We find that the firms in
our data have an elevated growth rate of capital in approximately the first five years they are
in the data and therefore add an interaction with monetary policy shocks and a dummy for
whether or not the firm has been in the data for fewer than five years (see “young dummy” in
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Table B6: Robustness of firm-level results to shock identification (for h = 6)

(1) (2) (3) (4) (5) (6)
All United States Euro area

incl. CBI
component

“Smoothed”
shocks

as published
(-2016)

“Smoothed”
shocks

as published
(-2016)

US
shocks

ξmct × ℓ̃i,t−1 9.81∗∗∗ 6.95∗∗∗ 12.18∗∗∗ 7.66∗ 15.84∗∗ 5.28∗
(2.64) (1.60) (3.59) (3.89) (7.31) (2.97)

Baseline controls yes yes yes yes yes yes
Firm + sec.-t. FE yes yes yes yes yes yes
Country-time FE yes no no yes yes yes
Observations 150,779 109,574 102,967 41,205 35,764 41,205
R2 0.29 0.29 0.29 0.34 0.36 0.33
Firms 2,714 1,735 1,667 979 926 979
Median σℓ,i 10.15 12.22 12.21 7.11 7.21 7.11
Std.dev.(ξmct ) 0.095 0.113 0.077 0.066 0.045 0.060
Corr. w/ BL shock 0.85 0.85 0.97 0.88 0.87 -

0.005

Notes: Estimation results of panel local projections, see Equation (2) for h = 6, with robustness in terms of the
high-frequency identified shocks. Column (1) uses the quarterly sum of the “raw” Jarociński and Karadi (2020)
high-frequency interest rate changes around monetary policy announcements, i.e., not isolated from a potential
central bank information (CBI) component. For Columns (2) and (4), we follow Ottonello and Winberry (2020)
and weight the shocks for how early in the quarter they occur:

∑
τ (1− (τd

ct/τ
n
t ))ξ

m
cτ , where τ is an index for each

monetary policy communication by the FOMC or the ECB, τd
ct is the day in the quarter of that announcement

and τn
t is the total number of days in quarter t. In Columns (3) and (5), we use the non-extended shocks as they

are published in the Online Appendix to Jarociński and Karadi (2020). Column (6) uses the US shocks for all
firms, accounting for the fact that globally operating European firms are affected by US monetary policy as well.
While the p-value for h = 6 shown above is 0.08, all estimates between quarters 7 and 16 are significant at the
5% level. The last row contains the correlation coefficient between the shocks used in the respective column and
the baseline specification. Significance levels: ∗p < 0.10, ∗∗p < 0.05, and ∗∗∗p < 0.01.

Column (4)). These modifications do not change our main results. Finally, we define a dummy
“dynamic firm” equal to one if the firm showed an extraordinarily high growth rate around that
period, e.g. because it is a startup or because it merged with another firm. The idea is to capture
firms that currently operate substantially below their steady state level of capital. While we
find that these dynamic firms respond somewhat more to monetary policy (although not in a
statistically significant way), our β̂micro

h interaction coefficient remains statistically significantly
positive.

Monetary policy shocks: We also show that the positive βmicro
h estimates are not unique to the

way we use monetary policy shocks by using different measures of high-frequency monetary
policy shocks. In particular, we apply the smoothing function to the daily monetary policy
shocks as they happen within the quarter, similar to OW20. In our baseline specification, we
calculated simple sums of potentially multiple shocks in a quarter because we are predomi-
nantly interested in the medium-term response of investment rather than the contemporaneous
response as OW20 are. For the medium-term response, the date of the shock within a quarter
presumably plays less of a role than for the within-quarter response. However, our results are
robust to using the smoothed shocks as well. Our results are also not driven by the fact that
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Table B7: Firm-level results by broad economic sector (for h = 6)

(1) (2) (3) (4) (5) (6) (7)
Basic
metals

Consumer
cyclicals

Cons.
non-cycl. Energy Health-

care
Indus-
trials

Tech-
nology

ξmct × ℓ̃i,t−1 -2.70 9.99∗ -7.50∗ 7.34 15.61∗ 6.27 13.48∗∗
(2.82) (5.22) (3.94) (5.55) (8.13) (4.51) (5.16)

Baseline controls yes yes yes yes yes yes yes
Firm + NAICS-time FE yes yes yes yes yes yes yes
Country-time FE yes yes yes yes yes yes yes
Observations 13,413 31,623 12,397 10,448 19,301 33,623 29,343
R2 0.38 0.37 0.37 0.44 0.29 0.28 0.33
Firms 238 561 205 193 399 566 549
Sectors 1 1 1 1 1 1 1
Median σℓ,i 7.80 9.82 7.96 11.52 15.78 8.74 11.33

Notes: Estimation of Equation (2) for each of the 7 broad economic sectors separately. The financial, real estate
and utilities sectors were excluded from the sample. Additionally, we now include NAICS-time fixed effects that
are nested within these sectors. Significance levels: ∗p < 0.10, ∗∗p < 0.05, and ∗∗∗p < 0.01.

high-frequency, information-effect-cleaned shocks were updated by Jarociński and Karadi (2020)
after the initial publication. Results for euro area firms are even robust to using US monetary
policy shocks (see Column (6) of Table B6).

Sectors: We estimate Equation (2) for each of the seven broad economic sectors separately and
present the results separately in the columns of Table B7.
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C Details of OW20 model with high and low aggregate leverage

C.1 Calibration

Table C1: Calibration of the OW20 economy

Parameter Description Value

Fixed parameters

Household & firms
β Subjective discount factor 0.99
ν Labor coefficient 0.64
θ Capital coefficient 0.21
δ Depreciation rate 0.025
New Keynesian Block
ϕ Aggregate capital adjustment costs 4
γ Demand elasticity 10
φπ Reaction coefficient 1.25
φ Price adjustment cost 90

Fitted parameters

Idiosyncratic shock processes
ρ Persistence of TFP (fixed) 0.90
σ SD of innovations to TFP 0.03
σω SD of capital quality 0.04
Financial frictions
ξ Operating cost 0.04
α Loan recovery rate 0.54
Firm lifecycle
m Mean shift of entrants’ prod. 3.12
k0 Initial capital 0.18
πd Exogenous exit rate 0.01

Notes: All the calibration values are from Ottonello and Winberry (2020).
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C.2 Counterfactual calibrations to vary aggregate leverage

Figure C1: Life cycle dynamics

(a) Leverage (b) Capital

(c) Borrowing (d) Labor

(e) Productivity (f) Credit spread

Notes: Average life cycle characteristics in the OW20 model. The average characteristics across firms by age in
steady state are shown. The blue lines denote the original OW20 calibration; the dashed lines denote alterations
that lead to a lower level of aggregate leverage in steady state (46% instead of 49%). “Low agg. leverage” (I)
uses a higher initial level of capital k0, while (II) uses a lower exogenous exit probability πd. See Section 5.2.1
for details.
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Figure C2: Details on the decomposition of the semielasticity of capital to monetary policy

(a) Channel decomposition, low productivity firm (b) Difference, low productivity firm

(c) Channel decomposition, high productivity firm (d) Difference, high productivity firm

Notes: The semielasticity of capital with respect to a contractionary monetary policy is decomposed into three
channels by feeding the response of one variable in the model while holding all other prices fixed. As opposed
to Figure 6, we show here the full distribution of initial net worth and explicitly for two levels productivity z.
Blue is the OW20 parameterization of the model, red represents responses from the alteration in which new-born
firms start with higher initial capital, leading to a lower steady state aggregate leverage (46% vs. 49%). The
right-hand panels show the differences between blue and red lines in the left-hand panels.
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Figure C3: Decomposition of the semielasticity of capital to monetary policy

(a) Average firm leverage (b) Average firm spreads

(c) Channel decomposition, low productivity firm (d) Difference, low productivity firm

(e) Channel decomposition, high productivity firm (f) Difference, high productivity firm

Notes: The semielasticity of capital with respect to a contractionary monetary policy is decomposed into three
channels by feeding the response of one variable in the model while holding all other prices fixed. This charge is
the analogue to Figure 6 and Figure C2 for the parameterization of the model where we generate lower aggregate
leverage by reducing the exogenous exit probability.
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Figure C4: State dependence of financial heterogeneity effects of monetary policy in the model

(a) Model-implied interaction coefficient (b) Difference

Notes: OW20 generate a panel of firms treated with innovations to the policy rule and subsequently estimate
regression Equation (2) on the simulated data. The coefficients βmicro

h are positive, indicating that high-leverage
firms decrease their investment less after a contractionary monetary policy shock. The results based on their
parameterization are depicted with the solid blue line. We repeat the exercise separately for both our counter-
factual where the initial distribution of leverage is lower (with a 46% average leverage instead of OW20’s 49%).
In both cases, the estimates for βmicro

h are still positive but smaller than in the baseline case. While high-leverage
firms always respond less to monetary policy, this heterogeneity is particularly pronounced in times where many
firms have high leverage. Panel (b) subtracts the blue lines from the dashed lines in Panel (a). See Figure 10 for
the empirical counterpart of this difference.
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